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This fiftieth anniversary edition of Martin’s Physical Phar-
macy and Pharmaceutical Sciencesis dedicated to the mem-
ory of Professor Alfred N. Martin, whose vision, creativity,
dedication, and untiring effort and attention to detail led to
the publication of the first edition in 1960. Because of his
national reputation as a leader and pioneer in the then emerg-
ing specialty of physical pharmacy, | made the decision to
join Professor Martin’s group of graduate students at Pur-
due University in 1960 and had the opportunity to witness
the excitement and the many accolades of colleagues from
far and near that accompanied the publication of the first
edition of Physical Pharmacy. The completion of that work
represented the culmination of countless hours of painstak-
ing study, research, documentation, and revision on the part
of Dr. Martin, many of his graduate students, and his wife,
Mary, who typed the original manuscript. It also represented
the fruition of Professor Martin’s dream of a textbook that
would revolutionize pharmaceutical education and research.
Physical Pharmacy was for Professor Martin truly a labor of
love, and it remained so throughout his lifetime, as he worked
unceasingly and with steadfast dedication on the subsequent
revisions of the book.

The publication of the first edition of Physical Pharmacy
generated broad excitement throughout the national and inter-
national academic and industrial research communities in
pharmacy and the pharmaceutical sciences. It was the world’s
first textbook in the emerging discipline of physical pharmacy
and has remained the “gold standard” textbook on the appli-
cation of physical chemical principles in pharmacy and the
pharmaceutical sciences. Physical Pharmacy, upon its publi-
cation in 1960, provided great clarity and definition to a dis-
cipline that had been widely discussed throughout the 1950s
but not fully understood or adopted. Alfred Martin’s Physi-
cal Pharmacy had a profound effect in shaping the direction
of research and education throughout the world of pharma-
ceutical education and research in the pharmaceutical indus-
try and academia. The publication of this book transformed
pharmacy and pharmaceutical research from an essentially
empirical mix of art and descriptive science to a quantita-
tive application of fundamental physical and chemical scien-
tific principles to pharmaceutical systems and dosage forms.
Physical Pharmacy literally changed the direction, scope,
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focus, and philosophy of pharmaceutical education during the
1960s and the 1970s and paved the way for the specialty dis-
ciplines of biopharmaceutics and pharmacokinetics which,
along with physical pharmacy, were necessary underpinnings
of a scientifically based clinical emphasis in the teaching of
pharmacy students, which is now pervasive throughout phar-
maceutical education.

From the time of the initial publication of Physical Phar-
macy to the present, this pivotal and classic book has been
widely used both as a teaching textbook and as an indis-
pensible reference for academic and industrial researchers in
the pharmaceutical sciences throughout the world. This sixth
edition of Martin’s Physical Pharmacy and Phar maceutical
Sciences serves as a most fitting tribute to the extraordinary,
heroic, and inspired vision and dedication of Professor Mar-
tin. That this book continues to be a valuable and widely
used textbook in schools and colleges of pharmacy through-
out the world, and a valuable reference to pharmaceutical
scientists and researchers, is a most appropriate recognition
of the life’s work of Alfred Martin. All who have contributed
to the thorough revision that has resulted in the publication
of the current edition have retained the original format and
fundamental organization of basic principles and topics that
were the hallmarks of Professor Martin’s classic first edition
of this seminal book.

Professor Martin always demanded the best of himself, his
students, and his colleagues. The fact that the subsequent and
current editions of Martin's Physical Pharmacy and Phar-
maceutical Sciences have remained faithful to his vision of
scientific excellence as applied to understanding and apply-
ing the principles underlying the pharmaceutical sciences is
indeed a most appropriate tribute to Professor Martin’s mem-
ory. It is in that spirit that this fiftieth anniversary edition is
formally dedicated to the memory of that visionary and cre-
ative pioneer in the discipline of physical pharmacy, Alfred
N. Martin.

John L. Colaizzi, PhD

Rutgers, The State University of New Jersey
Piscataway, New Jersey

November 2009



Ever since the First Edition of Martin’s Physical Pharmacy
was published in 1960, Dr. Alfred Martin’s vision was to pro-
vide a text that introduced pharmacy students to the applica-
tion of physical chemical principles to the pharmaceutical sci-
ences. This remains a primary objective of the Sixth Edition.
Martin's Physical Pharmacy has been used by generations of
pharmacy and pharmaceutical science graduate students for
50 years and, while some topics change from time to time,
the basic principles remain constant, and it is my hope that
each edition reflects the pharmaceutical sciences at that point
in time.

ORGANIZATION

As with prior editions, this edition represents an updating of
most chapters, a significant expansion of others, and the addi-
tion of new chapters in order to reflect the applications of the
physical chemical principles that are important to the Phar-
maceutical Sciences today. As was true when Dr. Martin was
at the helm, this edition is a work in progress that reflects
the many suggestions made by students and colleagues in
academia and industry. There are 23 chapters in the Sixth
Edition, as compared with 22 in the Fifth Edition. All chap-
ters have been reformatted and updated in order to make
the material more accessible to students. Efforts were made
to shorten chapters in order to focus on the most important
subjects taught in Pharmacy education today. Care has been
taken to present the information in “layers” from the basic
to more in-depth discussions of topics. This approach allows
the instructor to customize their course needs and focus their
course and the students’ attention on the appropriate topics
and subtopics.

With the publication of the Sixth Edition, a Web-based
resource is also available for students and faculty members
(see the “Additional Resources” section later in this preface).

FEATURES

Each chapter begins with a listing of Chapter Objectivesthat
introduce information to be learned in the chapter. Key Con-
cept Boxes highlight important concepts, and each Chapter
Summary reinforces chapter content. In addition, illustra-
tive Examples have been retained, updated, and expanded.
Recommended Readings point out instructive additional
sources for possible reference. Practice Problemshave been
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moved to the Web (see the “Additional Resources” section
later in this preface).

SIGNIFICANT CHANGES FROM THE FIFTH EDITION

Important changes include new chapters on Pharmaceutical
Biotechnology and Oral Solid Dosage Forms. Three chap-
ters were rewritten de novo on the basis of the valuable
feedback received since the publication of the Fifth Edi-
tion. These include Chapter 1 (“Introduction”), which is
now called Interpretive Tools; Chapter 20 (“Biomaterials™),
which is now called Pharmaceutical Polymers; and Chap-
ter 23 (“Drug Delivery Systems”), which is now called
Drug Delivery and Targeting.

ADDITIONAL RESOURCES

Martin's Physical Pharmacy and Pharmaceutical Sciences,
Sixth Edition, includes additional resources for both instruc-
tors and students that are available on the book’s companion
Web site at thepoint.lww.com/Sinko6e.

Instructors

Approved adopting instructors will be given access to the
following additional resources:

m Practice problems and answers to ascertain student under-
standing.

Students

Students who have purchased Martin’s Physical Pharmacy
and Pharmaceutical Sciences, Sixth Edition, have access to
the following additional resources:

m A separate set of practice problems and answers to rein-
force concepts learned in the text.

In addition, purchasers of the text can access the searchable
Full Text Online by going to the Martin's Physical Phar-
macy and Pharmaceutical Sciences, Sixth Edition, Web site
at thePoint.lww.com/Sinko6e. See the inside front cover of
this text for more details, including the passcode you will
need to gain access to the Web site.

Patrick Sinko
Piscataway, New Jersey
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The Sixth Edition reflects the hard work and dedication of
many people. In particular, | acknowledge Drs. Gregory Ami-
don (Ch 22), Russell Middaugh (Ch 21), Hamid Omidian
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B [N TERPRETIVE TOOLS

At the conclusion of this chapter

CHAPTER OBJECTIVES the student should be able to':)
Understand the basic tool s required to analyze and inter-
pret data sets from the clinic, laboratory, or literature.
Describe the differences between classic dosage forms
and modern drug delivery systems.
Use dimensional analysis.
Understand and apply the concept of significant figures.
Define determinant and indeterminant errors, precision,
and accuracy.

Calculate the mean, median, and mode of a data set.
Understand the concept of variability.

Calculate standard deviation and coefficient of variation
and understand when it is appropriate to use these para-
meters.

Use graphic methods to determine the slope of lines.
Interpret slopesof linesand how they relateto absorption
and elimination from the body.

o]~ ||

INTRODUCTION

“One of the earmarks of evidence-based medicineisthat the
practitioner should not just accept the conventional wisdom
of higher mentor. Evidence-based medicine uses the scien-
tific method of using observations and literature searches to
form ahypothesis as abasis for appropriate medical therapy.
This process necessitates education in basic sciences and an
understanding of basic scientific principles.” 2 Today more
than ever before, the pharmacist and the pharmaceutical sci-
entist are called upon to demonstrate a sound knowledge of
biopharmaceutics, biochemistry, chemistry, pharmacology,
physiology, and toxicology and an intimate understanding of
the physical, chemical, and biopharmaceutical properties of
medicinal products. Whether engaged in research and devel-
opment, teaching, manufacturing, the practice of pharmacy,
or any of theallied branches of the profession, the pharmacist
must recognize the need to rely heavily on the basic sciences.
This stems from the fact that pharmacy isan applied science,
composed of principles and methods that have been culled
from other disciplines. The pharmacist engaged in advanced
studies must work at the boundaries between the various sci-
ences and must keep abreast of advances in the physical,
chemical, and biological fields in order to understand and
contribute to the rapid developments in his or her profes-
sion. You are also expected to provide concise and practical
interpretations of highly technical drug information to your
patients and colleagues. With the abundance of information
and misinformation that isfreely and publicly available (e.g.,
on the Internet), having the tools and ability to provide mean-
ingful interpretations of resultsis critical.

Historically, physical pharmacy has been associated with
theareaof pharmacy that dealt with the quantitative and theo-
retical principles of physicochemical science asthey applied
to the practice of pharmacy. Physical pharmacy attempted
to integrate the factual knowledge of pharmacy through the
development of broad principles of its own, and it aided the

pharmacist and the pharmaceutical scientist in their attempt
to predict the solubility, stability, compatibility, and biologic
action of drug products. Although this remains true today,
the field has become even more highly integrated into the
biomedical aspects of the practice of pharmacy. As such, the
field ismore broadly known today asthe pharmaceutical sci-
ences and the chapters that follow reflect the high degree of
integration of the biological and physical—chemical aspects
of thefield.

Developing new drugs and delivery systems and improv-
ing upon the various modes of administration are still the
primary goals of the pharmaceutical scientist. A practicing
pharmacist must also possess a thorough understanding of
modern drug delivery systems as he or she advises patients
on the best use of prescribed medicines. In the past, drug
delivery focused nearly exclusively on pharmaceutical tech-
nology (in other words, the manufacture and testing of tablets,
capsules, creams, ointments, solutions, etc.). This area of
study is still very important today. However, the pharmacist
needs to understand how these delivery systems perform in
and respond to the normal and pathophysiologic states of the
patient. The integration of physical—-chemical and biological
aspects is relatively new in the pharmaceutical sciences. As
the field progresses toward the complete integration of these
subdisciplines, the impact of the biopharmaceutical sciences
and drug delivery will become enormous. The advent and
commercialization of molecular, nanoscale, and microscopic
drug delivery technologiesisadirect result of theintegration
of the biological and physical—chemical sciences. Inthe past,
adosage (or dose) form and adrug delivery system were con-
sidered to be one and the same. A dosage form is the entity
that is administered to patients so that they receive an effec-
tive dose of adrug. The traditional understanding of how an
oral dosage form, such as a tablet, works is that a patient
takes it by mouth with some fluid, the tablet disintegrates,
and the drug dissolves in the stomach and is then absorbed
through the intestines into the bloodstream. If the dose is

1
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Pharmacy, like many other applied sciences, has pas-
sed through a descriptive and empiric era. Over the past
decade a firm scientific foundation has been developed,
allowing the “art” of pharmacy to transform itself into a quan-
titative and mechanistic field of study. The integration of the
biological, chemical, and physical sciences remains critical
to the continuing evolution of the pharmaceutical sciences.
The theoretical links between the diverse scientific disci-
plinesthatserve as the foundation for pharmacy are reflected
in this book. The scientific principles of pharmacy are not as
complex as some would believe, and certainly they are not
beyond the understanding of the well-educated pharmacist
of today.

too high, alower-dose tablet may be prescribed. If alower-
dose tablet is not commercially available, the patient may
beinstructed to divide the tablet. However, a pharmacist who
dispensesanifedipine (ProcardiaX L) extended-rel easetabl et
or an oxybutynin (Ditropan XL) extended-release tablet to a
patient would advise the patient not to bite, chew, or divide
the “tablet.” The reason for this is that the tablet dosage

form is actually an elegant osmotic pump drug delivery
system that looks like a conventional tablet (see Key Con-
cept Box on Dosage Forms and Drug Delivery Systems).
This creative and elegant approach solves numerous chal-
lenges to the delivery of pharmaceutical care to patients.
On the one hand, it provides a sustained-rel ease drug deliv-
ery system to patients so that they take their medication
less frequently, thereby enhancing patient compliance and
positively influencing the success rate of therapeutic regi-
mens. On the other hand, patients see afamiliar dosage form
that they can take by a familiar route of administration. In
essence, these osmotic pumps are delivery systems pack-
aged into a dosage form that is familiar to the patient. The
subtle differences between dose forms and delivery systems
will become even more profound in the years to come as
drug delivery systems successfully migrate to the molecular
scale.

This course should mark the turning point in the study
pattern of the student, for in the latter part of the phar-
macy curriculum, emphasis is placed upon the application
of scientific principles to practical professional problems.
Although facts must be the foundation upon which any body
of knowledge is built, the rote memorization of disjointed
“particles” of knowledge does not lead to logical and sys-
tematic thought. This chapter providesafoundation for inter-
preting the observations and results that come from careful

(e A AENINIMAAE DOSAGE FORMS AND DRUG DELIVERY SYSTEMS

A Procardia XL extended-release tablet is similar in appearance
to a conventional tablet. It consists, however, of a semiperme-
able membrane surrounding an osmotically active drug core. The
core is divided into two layers: an “active” layer containing the
drug and a “push” layer containing pharmacologically inert but
osmotically active components. As fluid from the gastrointesti-
nal (Gl) tract enters the tablet, pressure increases in the osmotic
layerand “pushes” againstthe drug layer, releasing drug through
the precision laser-drilled tablet orifice in the active layer. Pro-
cardia XL is designed to provide nifedipine at an approximately
constant rate over 24 hr. This controlled rate of drug delivery into
the Gl lumen is independent of pH or GI motility. The nifedepine
release profile from Procardia XL depends on the existence of an
osmotic gradient between the contents of the bilayer core and
the fluid in the Gl tract. Drug delivery is essentially constant as
long as the osmotic gradient remains constant, and then grad-
ually falls to zero. Upon being swallowed, the biologically inert
components of the tablet remain intact during Gl transit and are
eliminated in the feces as an insoluble shell. The information that
the pharmacist provides to the patient includes “Do not crush,
chew, or break the extended-release form of Procardia XL. These
tablets are specially formulated to release the medication slowly
into the body. Swallow the tablets whole with a glass of water
or another liquid. Occasionally , you may find a tablet form in the
stool. Do not be alarmed, this is the outer shell of the tablet only,

the medication has been absorbed by the body.” On examining
the figure, you will notice how the osmotic pump tablet looks
identical to a conventional tablet.

Remember, most of the time when a patient takes a tablet, it
is also the delivery system. It has been optimized so that it can
be mass-produced and can release the drug in a reproducible
and reliable manner. Complete disintegration and deaggregation
occurs and there is little, if any, evidence of the tablet dose form
that can be found in the stool. However, with an osmotic pump
delivery system, the “tablet” does not disintegrate even though
all of the drug will be released. Eventually, the outer shell of the
depleted “tablet” passes out of the body in the stool.

OROS® push-Pull™ L-OROS™ OROS® Tri-Layer
Semipermeable Delivery orifice Delivery orifice
TN Rate-controlling | Osmatic Drug | Drug
Delivery orifice memberane | push layer overcoat | compartment #1
Polymeric push Barrier inner .
compartment Soft [ embrane Rate-controlling
Osmotic gelat:n tPusr: membrane
drug core Capsu_e : compartmen
Liquid drug Drug
formation compartment #2



CHAPTER 1: INTERPRETIVE TOOLS

A AENNEA ‘B0 BSiE; RER RiBE R & 78
| HEAR AND | FORGET. | SEE AND | REMEMBER. | DO AND | UNDERSTAND.”

The ancient Chinese proverb emphasizes the value of active par-
ticipation in the learning process. Through the illustrative exam-

scientific study. At the conclusion of this chapter, you should
have the ability to integrate facts and ideas into a meaning-
ful whole and concisely convey a sense of that meaning to a
third party. For example, if you are a pharmacy practitioner,
you should be able to translate a complex scientific princi-
ple to a simple, practical, and useful recommendation for a
patient.

The comprehension of course materia is primarily the
responsibility of thestudent. Theteacher can guideand direct,
explain, and clarify, but competence in solving problemsin
the classroom and the laboratory depends largely on the stu-
dent’s understanding of theory, recall of facts, ability to inte-
grate knowledge, and willingness to devote sufficient time
and effort to the task. Each assignment should be read and
outlined, and assigned problems should be solved outside the
classroom. Theteacher’s comments then will serveto clarify
guestionable points and aid the student to improve his or her
judgment and reasoning abilities.

MEASUREMENTS, DATA, PROPAGATION
OF UNCERTAINTY

The goal of this chapter is to provide a foundation for the
guantitative reasoning skillsthat are fundamental to the phar-
macy practitioner and pharmaceutical scientist. “As mathe-
matics is the language of science, statistics is the logic of
science.”® Mathematics and statistics are fundamental tools
of the pharmaceutical sciences. You need to understand how
and when to use these tools, and how to interpret what they
tell us. You must also be careful not to overinterpret results.
On the one hand, you may ask “do we really need to know
how these equations and formulas were derived in order to
use them effectively?’ Logically, the answer would seem to
be no. By analogy, you do not need to know how to build a
computer in order to use one to send an e-mail message, do
you? On the other hand, graphically represented data convey
a sense dynamics that benefit from understanding a bit more
about the fundamental equations behind the behavior. These
equations are merely tools (that you should not memorize!)
that allow for the transformation of a bunch of numbers into
abehavior that you can interpret.

The mathematics and statistics covered in this chapter and
thisbook are presented in aformat to promote understanding
and practical use. Therefore, many of the basic mathemat-
ical “tutorial” elements have been removed from the sixth

plesand practice problemsinthishookand onthe online compan-
ion Web site, the student is encouraged to actively participate.

edition, and in particular this chapter, because of the migra-
tion of numerous college-level topics to secondary school
courses over the years. However, if you believe that you
need a refresher in basic mathematical concepts, this infor-
mationisstill availableintheonlinecompaniontothistext (at
thePoint.lww.com/Sinko6e). Statistical formulas and graphi-
cal method explanations have al so been dramatically reduced
in this edition. Depending on your personal goals and the
philosophy of your program of study, you may well need an
in-depth treatment of the subject matter. Additional detailed
treatments can be found on the Web site and in the recom-
mended readings.

Data Analysis Tools

Readily available tools such as programmable calculators,
computer spreadsheet programs(e.g., Microsoft Excel, Apple
Numbers, or OpenOffice.org Calc), and statistical software
packages (e.g., Minitab, SAS or SPSS) make the process-
ing of data relatively easy. Spreadsheet programs have two
distinct advantages: (1) data collection/entry is simple and
can often be automated, reducing the possibility of errors
in transcription, and (2) simple data manipulations and ele-
mentary statistical calculations are also easy to perform. In
addition, many spreadsheet programs seamlessly interface
with statistical packages when more robust statistical analy-
sisisrequired. With very little effort, you can add data sets
and generate pages of analysis. The student should appreci-
ate that while it may be possible to automate data entry and
have the computer perform calculations, the final interpreta-
tion of the results and statistical analysisisyour responsibil-
ity! Asyou set out to analyze data keep in mind the simple
acronym GIGO—Garbage In, Garbage Out. In other words,
solid scientific results and sound methods of analysis will
yield meaningful interpretations and conclusions. However,
if the scientific foundation is weak, there are no known sta-
tistical tools that can make bad data significant.

Dimensional Analysis

Dimensional analysis (also called the factor-label method or
the unit factor method) isaproblem-solving method that uses
thefact that any number or expression can be multiplied by 1
without changing its value. For example, since2.2 kg = 11b,
you can divide both sides of therelationship by “11b,” result-
ingin2.2kg/11b = 1. Thisisknown as a conversion factor,
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which is aratio of like-dimensioned quantities and is equal
to the dimensionless unity (in other words, isequal to 1). On
the face of it, the concept may seem a bit abstract and not
very practical. However, dimensional analysisis very useful
for any value that has a“unit of measure” associated with it,
which is nearly everything in the pharmaceutical sciences.
Simply put, thisisapractical method for converting the units
of oneitem to the units of another item.

Solving problems using dimensional analysis is straightforward. You
do not need to worry about the actual numbers until the very end. At
first, simply focus on the units. Plug in all of the conversion factors
that cancel out the units you do not want until you end up with the
units that you do want. Only then do you need to worry about doing
the calculation. If the units work out, you will get the right answer
every time. In this example, the goal is to illustrate how to use the
method for converting one value to another.

Question: How many seconds are there in 1 year?
Conversion Factors:
365days =1year 24hr=1day 60min=1hr
Rearrange Conversion Factors:

60 min 60 sec

365 days 24hr _ .

1year 1day 1hr

60 sec = 1 min

1 min

Solve (arrange conversion factors so that the units that you do not
want cancel out):

365 days

1 year

24 hf y 60 yaifl
Tday = Lhf
as you see the units become seconds.

Calculate: Now, plug the numbers carefully into your calculator and
the resulting answer is 31,536,000 sec/year.

y 60 sec
1 min

This example will demonstrate the use of dimensional analysis in
performing a calculation. How many calories are there in 3.00 joules?
One should first recall a relationship or ratio that connects calories
and joules. The relation 1 cal = 4.184 joules comes to mind. This is
the key conversion factor required to solve this problem. The ques-
tion can then be asked keeping in mind the conversion factor: If 1 cal
equals 4.184 joules, how many calories are there in 3.00 joules? Write

TABLE 1-1

down the conversion factor, being careful to express each quantity
in its proper units. For the unknown quantity, use an X.

x — 3:00 joutes x 1 cal
" 4.184 joules
X = 0.717 cal

How many gallons are equivalent to 2.0 liters? It would be neces-
sary to set up successive proportions to solve this problem. In the
method involving the identity of units on both sides of the equa-
tion, the quantity desired, X (gallons), is placed on the left and its
equivalent, 2.0 liters, is set down on the right side of the equation.
The right side must then be multiplied by known relations in ratio
form, such as 1 pint per 473 mL, to give the units of gallons. Car-
rying out the indicated operations yields the result with its proper
units:

X (in gallons) = 2.0 liter x (1000 mL/liter)
X (1 pint/473 mL) x (1 gallon/8 pints)
X = 0.53 gallon

One may be concerned about the apparent disregard for
the rules of significant figures in the equivalents such as
1 pint = 473 mL. The quantity of pints can be measured
as accurately as that of milliliters, so that we assume 1.00
pint is meant here. The quantities 1 gallon and 1 liter are
also exact by definition, and significant figures need not be
considered in such cases.

Significant Figures

A significant figureisany digit used to represent amagnitude
or a quantity in the place in which it stands. The rules for
interpreting significant figures and some examples are shown
in Table 1-1. Significant figures give a sense of the accuracy
of anumber. They includeall digitsexcept leadingandtrailing
zeroswhere they are used merely to locate the decimal point.
Another way to statethisis, thesignificant figuresof anumber
include &l certain digits plus the first uncertain digit. For
example, one may use a ruler, the smallest subdivisions of
which are centimeters, to measure the length of a piece of

WRITING OR INTERPRETING SIGNIFICANT FIGURES IN NUMBERS

Rule

Example

All nonzero digits are considered significant

Leading zeros are not significant

Trailing zeros in a number containing a decimal point are
significant

The significance of trailing zeros in a number not containing a
decimal point can be ambiguous

Zeros appearing anywhere between two nonzero digits are
significant

98.513 has five significant figures: 9, 8, 5, 1, and 3
0.00361 has three significant figures: 3, 6, and 1
998.100 has six significant figures. 9, 9, 8, 1, 0, and 0

The number of significant figuresin numbers like 11,000 is
uncertain because a decimal point is missing. If the number
was written as 11,000, it would be clear that there are five
significant figures

607.132 has six significant figures: 6, 0, 7, 1, 3, and 2
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glass tubing. If one finds that the tubing measures slightly
greater than 27 cm in length, it is proper to estimate the
doubtful fraction, say 0.4, and expressthe number as27.4 cm.
A replicate measurement may yield thevalue27.6 or 27.2 cm,
sothat theresultisexpressed as27.4 + 0.2cm. Whenavalue
suchas27.4cmisencounteredintheliteraturewithout further
qualification, the reader should assume that the final figureis
correct towithinabout +1 inthelast decimal place, whichis
meant to signify the mean deviation of asingle measurement.
However, when astatement such as* not lessthan 99" isgiven
in an official compendium, it means 99.0 and not 98.9.

How Many Significant Figures in the Number 0.00750?

The two zeros immediately following the decimal point in the num-
ber 0.00750 merely locate the decimal point and are not significant.
However, the zero following the 5 is significant because it is not
needed to write the number; if it were not significant, it could be
omitted. Thus, the value contains three significant figures.

How Many Significant Figures in the Number 7500?

The question of significant figures in the number 7500 is ambiguous.
One does not know whether any or all of the zeros are meant to be
significant or whether they are simply used to indicate the magnitude
of the number. Hint: To express the significant figures of such a
value in an unambiguous way, it is best to use exponential notation.
Thus, the expression 7.5 x 103 signifies that the number contains
two significant figures, and the zeros in 7500 are not to be taken as
significant. In the value 7.500 x 103, both zeros are significant, and
the number contains a total of four significant figures.

Sgnificant figuresare particularly useful for indicating the
precision of aresult. The proper interpretation of avalue may
be questioned specifically in cases when performing calcu-
lations (e.g., when spurious digitsintroduced by cal culations
carried out to greater accuracy than that of the original data)
or when reporting measurements to a greater precision than
the equipment supports. It isimportant to remember that the
instrument used to make the measurement limits the preci-
sion of the resulting value that is reported. For example, a
measuring rule marked off in centimeter divisions will not
produce as great a precision as one marked off in 0.1 cm or
mm. One may obtain alength of 27.4 £+ 0.2 cmwith thefirst
ruler and avalue of, say, 27.46 + 0.02 cm with the second.
Thelatter ruler, yielding aresult with four significant figures,
isobviously the more precise one. The number 27.46 implies

aprecision of about 2 partsin 3000, whereas 27.4 implies a
precision of only 2 partsin 300.

The absolute magnitude of avalue should not be confused
with its precision. We consider the number 0.00053 mole/
liter asarelatively small quantity becausethreezerosimmedi-
ately follow thedecimal point. Thesezerosarenot significant,
however, and tell us nothing about the precision of the mea-
surement. When such aresultisexpressed as5.3 x 10~ mole/
liter, or better as 5.3 (£ 0.1) x 10~ mole/liter, both its pre-
cision and its magnitude are readily apparent.

The following example is used to illustrate excessive precision. If a
faucet is turned on and 100 mL of water flows from the spigot in 31.47
sec, what is the average volumetric flow rate? By dividing the vol-
ume by time using a calculator, we get a rate of 3.177629488401652
mL/sec. Directly stating the uncertainty is the simplest way to indi-
cate the precision of any result. Indicating the flow rate as 3.177 +
0.061 mL/sec is one way to accomplish this. This is particularly
appropriate when the uncertainty itself is important and precisely
known. If the degree of precision in the answer is not important, it is
acceptable to express trailing digits that are not known exactly, for
example, 3.1776 mL/sec. If the precision of the result is not known
you must be careful in how you report the value. Otherwise, you may
overstate the accuracy or diminish the precision of the result.

In dealing with experimental data, certain rules pertain to
the figures that enter into the computations:

1. Inrejecting superfluous figures, increase by 1 thelast fig-
ureretained if thefollowing figureregjected is5 or greater.
Do not alter thelast figureif therejected figure hasavalue
of lessthan 5.

2. Thus, if the value 13.2764 is to be rounded off to four
significant figures, itiswritten as13.28. Thevalue 13.2744
isrounded off to 13.27.

3. In addition or subtraction include only as many figures
to the right of the decimal point as there are present in
the number with the least such figures. Thus, in adding
442.78, 58.4, and 2.684, obtain the sum and then round
off the result so that it contains only one figure following
the decimal point:

Thisfigure is rounded off to 503.9.

Rule 2 of course cannot apply to the weights and vol-
umes of ingredients in the monograph of a pharmaceuti-
cal preparation. The minimum weight or volume of each
ingredient in a pharmaceutical formula or a prescription

(- e NI SN "WHEN SIGNIFICANT FIGURES DO NOT APPLY”

Since significantfigure rules are based upon estimations derived
from statistical rules for handling probability distributions, they
apply only to measured values. The concept of significant fig-
ures does not pertain to values that are known to be exact. For
example, integer counts (e.g., the number of tablets dispensed
in a prescription bottle); legally defined conversions such as

1 pint = 473 mL; constants that are defined arbitrarily (e.g., a
centimeter is 0.01 m); scalar operations such as “doubling” or
“halving”; and mathematical constants, such as 7 and e. How-
ever, physical constants such as Avogadro’s number have a lim-
ited number of significant figures since the values for these con-
stants are derived from measurements.
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should be large enough that the error introduced is no
greater than, say, 5 in 100 (5%), using the weighing and
measuring apparatus at hand. Accuracy and precision in
prescription compounding are discussed in some detail by
Brecht.®

4. In multiplication or division, the rule commonly used is
to retain the same number of significant figures in the
result as appears in the value with the least number of
significant figures. In multiplying 2.67 and 3.2, the result
isrecorded as 8.5 rather than as8.544. A better rule hereis
to retain in the result the number of figures that produces
a percentage error no greater than that in the value with
the largest percentage uncertainty.

5. In the use of logarithms for multiplication and division,
retain the same number of significant figures in the man-
tissaasthereareintheorigina numbers. Thecharacteristic
signifies only the magnitude of the number and accord-
ingly is not significant. Because calculations involved in
theoretical pharmacy usually require no more than three
significant figures, afour-placelogarithm table yiel ds suf-
ficient precision for our work. Such a table is found on
the inside back cover of this book. The calculator is more
convenient, however, and tables of logarithms are rarely
used today.

6. If the result is to be used in further calculations, retain at
least one digit more than suggested in therulesjust given.
The final result is then rounded off to the last significant
figure.

Remember, significant figuresare not meant to be aperfect
representation of uncertainty. Instead, they are used to pre-
vent the loss of precision when rounding numbers. They also
help you avoid stating more information than you actually
know. Error and uncertainty are not the same. For example,
if you perform an experiment in triplicate (in other words,
you repeat the experiment three times), you will get avalue
that looks something like 4.351 4 0.076. This does not mean
that you made an error in the experiment or the collection
of the data. It simply means that the outcome is naturally
statistical.

Data Types

The scientist is continually attempting to relate phenomena
and establish generalizations with which to consolidate and
interpret experimental data. The problem frequently resolves
into a search for the relationship between two quantities that
are changing at a certain rate or in a particular manner. The
dependence of one property, the dependent variable, y, on
the change or alteration of another measurable quantity, the
independent variable x, is expressed mathematically as

Yy X X (1-1)

whichisread “y variesdirectly asx” or “y isdirectly propor-
tiona to x.” A proportionality is changed to an equation as
follows. If y is proportional to x in general, then all pairs of

specific values of y and x, say y1 and xg, y» and o, ..., are
proportional. Thus,

yi Y

% (1-2)

Because the ratio of any y to its corresponding X is equal to
any other ratio of y and x, theratiosare constant, or, in general

% = Constant (1-3)

Hence, it is a simple matter to change a proportionality to
an equality by introducing a proportionality constant, k. To
summarize, if

y o X
then

y = kx (1-4)

It isfrequently desirable to show the relationship between x
and y by the use of the more general notation

y="f(x)

which isread “y is some function of x.” That is, y may be
equal, for example, to 2x, to 27x2, or to 0.0051 + log (a/x).
The functional notation in equation (1-5) merely signifies
that y and x are related in some way without specifying the
actual equation by which they are connected.

As we begin to lay the foundation for the interpretation
of data using descriptive statistics, some background infor-
mation about the types of datathat you will encounter in the
pharmaceutical sciencesis needed. In 1946, Stevens defined
measurement as “the assignment of numbers to objects or
events according to a rule.”* He proposed a classification
system that is widely used today to define data types. The
first two, intervals and ratios, are categorized as continuous
variables. Thesewouldincluderesultsof laboratory measure-
mentsfor nearly al of the datathat are normally collected in
the laboratory (e.g., concentrations, weights). Only ratio or
interval measurements can have units of measurement, and
these variables are quantitative in nature. In other words, if
you were given a set of “interval” datayou would be able to
calculate the exact differences between the different values.
This makes this type of data “quantitative.” Since the inter-
val between measurements can be very small, we can also
say that the dataare “ continuous.” Another laboratory exam-
ple of interval data measures is temperature. Think of the
gradations on a common thermometer (in Celsius or Fahren-
heit scale)—they aretypically spaced apart by 1 degree with
minor gradations at the 1/10th degree. The intervals could
become even smaller; however, because of the physical limi-
tations of common thermometers, smaller gradations are not
possible since they cannot beread accurately. Of course, with
digital thermometers the gradations (or intervals) could be
much smaller but then the precision of the thermometer may
become questionable. Another temperature scale that will be
used in various sections of thistext isthe Kelvin scale, ather-
modynamic temperature scale. By international agreement,

1-3)
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the Kelvin and Celsius scales are related through the defi-
nition of absolute zero (in other words, 0 K = —273.15°C).
Since the thermodynamic temperatureis measured rel ative to
absolute zero, the Kelvin scaleis considered aratio measure-
ment. This also holds true for other physical quantities such
as length or mass. The third common data type in the phar-
maceutical sciencesis ordinal scale measurements. Ordinal
measurements represent the rank order of what isbeing mea-
sured. “Ordinals’ are more subjective than interval or ratio
measurements.

The final type of measurement is called nominal data. In
thistype of measurement, thereisno order or sequence of the
observations. They are merely assigned different groupings
such as by name, make, or some similar characteristic. For
example, you may have three groups of tablets: whitetablets,
red tablets, and yellow tablets. The only way to associate the
varioustabletsisby their color. In clinical research, variables
measured at a nominal level include sex, marital status, or
race. There are a variety of ways to classify data types and
the student is referred to texts devoted to statistics such as
those listed in the recommended readings at the end of this
chapter.5’

ERROR AND DESCRIBING VARIABILITY

If oneisto maintain a high degree of accuracy in the com-
pounding of prescriptions, the manufacture of products on a
large scale, or the analysis of clinical or |aboratory research
results, one must know how to locate and eliminate constant
and accidental errors as far as possible. Pharmacists must
recognize, however, that just as they cannot hope to produce
a perfect pharmaceutical product, neither can they make an
absol ute measurement. In addition to the inescapable imper-
fectionsin mechanical apparatusand theslightimpuritiesthat
are always present in chemicals, perfect accuracy isimpos-
sible because of the inability of the operator to make a mea-
surement or estimate a quantity to a degree finer than the
smallest division of the instrument scale.

Error may be defined as a deviation from the absolute
value or from the true average of alarge number of results.
Two types of errors are recognized: determinate (constant)
and indeter minate (random or accidental).

Determinate Errors

Determinate or constant errors are those that, although some-
times unsuspected, can be avoided or determined and cor-
rected once they are uncovered. They are usually present in
each measurement and affect all observationsof aseriesinthe
sameway. Examples of determinate errors are those inherent
in the particular method used, errors in the calibration and
the operation of the measuring instruments, impuritiesin the
reagentsand drugs, and biased personal errorsthat, for exam-
ple, might recur consistently in the reading of a meniscus,
in pouring and mixing, in weighing operations, in matching

colors, and in making calculations. The change of volume of
solutions with temperature, although not constant, is a sys-
tematic error that can also be determined and accounted for
once the coefficient of expansion is known.

Determinate errors can be reduced in analytic work by
using acalibrated apparatus, using blanksand controls, using
several different analytic procedures and apparatus, eliminat-
ing impurities, and carrying out the experiment under vary-
ing conditions. In pharmaceutical manufacturing, determi-
nate errors can be eliminated by calibrating the weights and
other apparatus and by checking cal culationsand resultswith
other workers. Adequate corrections for determinate errors
must be made before the estimation of indeterminate errors
can have any significance.

Indeterminate Errors

Indeterminate errors occur by accident or chance, and they
vary from one measurement to the next. When one fires a
number of bullets at a target, some may hit the bull’s eye,
whereasotherswill be scattered around thiscentral point. The
greater the skill of the marksman, the less scattered will be
the pattern on thetarget. Likewise, in achemical analysis, the
results of a series of testswill yield arandom pattern around
an average or central value, known as the mean. Random
errors will also occur in filling a number of capsules with a
drug, and the finished products will show adefinite variation
in weight.

Indeterminate errors cannot be alowed for or corrected
because of the natural fluctuations that occur in al measure-
ments.

Those errors that arise from random fluctuations in tem-
perature or other external factors and from the variations
involved in reading instruments are not to be considered acci-
dental or random. Instead, they belong to the class of determi-
nate errors and are often called pseudoaccidental or variable
determinate errors. These errors may be reduced by control-
ling conditions through the use of constant temperature baths
and ovens, the use of buffers, and the maintenance of con-
stant humidity and pressure whereindicated. Carein reading
fractions of units on graduates, balances, and other apparatus
can also reduce pseudoaccidental errors. Variable determi-
nate errors, although seemingly indeterminate, can thus be
determined and corrected by careful analysis and refinement
of technique on the part of the worker. Only errorsthat result
from pure random fluctuationsin nature are considered truly
indeterminate.

Precision and Accuracy

Precision is ameasure of the agreement among the valuesin
agroup of data, whereas accuracy is the agreement between
the data and the true value. Indeterminate or chance errors
influence the precision of the results, and the measurement
of the precision is accomplished best by statistical means.
Determinate or constant errors affect the accuracy of data.
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Fig. 1-1. The normal curve for the distribution of indeterminate
errors.

The techniques used in analyzing the precision of results,
which in turn supply a measure of the indeterminate errors,
will be considered first, and the detection and elimination of
determinate errors or inaccuracies will be discussed later.

Indeterminate or chance errors obey the laws of probabil-
ity, both positive and negative errors being equally probable,
and larger errorsbeing less probabl e than smaller ones. If one
plots a large number of results having various errors along
the vertical axis against the magnitude of the errors on the
horizontal axis, one obtains a bell-shaped curve, known as a
normal frequency distribution curve, asshownin Figure 1-1.
If the distribution of results follows the normal probability
law, the deviations will be represented exactly by the curve
for an infinite number of observations, which constitute the
universe or population. Whereas the population is the whole
of the category under consideration, the sampleisthat portion
of the population used in the analysis.

DESCRIPTIVE STATISTICS

Sincethetypical pharmacy student has sufficient exposure to
descriptive statistics in other courses, this section will focus
on introducing (or reintroducing) some of the key concepts
that will beused numeroustimesinlater chapters. Thestudent
who requires additional background in statisticsis advised to
seek out one of the many outstanding texts that have been
published.®” Descriptive statistics depict the basic features
of a data set collected from an experimental study. They
give summaries about the sample and the measures. How-
ever, viewing the individual data and tables of results alone
isnot always sufficient to understand the behavior of the data.
Typically, agraphic analysisis paired with atabular descrip-
tion to perform a quantitative analysis of the data set. The
third component of descriptive statisticsis* summary” statis-
tics. These are single numbers that summarize the data. With
interval data (e.g., the dose strength of individual tabletsin a
batch of 10,000 tablets), summary statisticsfocuson how big
the value is and the variability among the values. The first of

these aspects relates to measures of “central tendency” (e.g.,
what isthe average?), while the second refersto “ dispersion”
(in other words, the “variation” among a group of values).

Central Tendency: Mean, Median, Mode

Central tendency can be described using a summary statis-
tic (the mean, median, or mode) that gives an indication of
the average value in the data set. The theoretical mean for a
large number of measurements (the universe or population)
isknown asthe universe or population mean and is given the
symbol p (mu).

The arithmetic mean X is obtained by adding together the
results of the various measurements and dividing the total by
thenumber N of the measurements. In mathematical notation,
the arithmetic mean for a small group of valuesis expressed
as

2 (Xi)

N
in which X stands for “the sum of,” X; isthe ith individua
measurement of thegroup, and Nisthe number of values. X is
an estimate of « and approachesit asthe number of measure-
ments N isincreased. Remember, the “equations” used in all
of the calculations are really a shorthand notation describing
the various rel ationships that define some parameter.

A new student has just joined the lab and is being trained to pipette
liquids correctly. She is using a 1-mL pipettor and is asked to with-
draw 1 mL of water from a beaker and weigh it on a balance in a
weighing boat. To determine her pipetting skill, she is asked to repeat
this 10 times and take the average. What is the average volume of
water that the student withdraws after 10 repeats? The density of
water is 1 g/mL.

X = (1-6)

Attempt Weight (g)

1.05
0.98
0.95
1.00
1.02
1.00
1.10
1.03
0.96
0.98

SO0 AN N AR WN =

—

IfXX; = 9.99 and N = 10, s0 9.99/10 = 0.999. Given the number
of significant figures, the average would be reported as 1.00 g, which
equals 1 mL since the density of water is 1 g/mL.

The median is the middle value of arange of values when
they are arranged in rank order (e.g., from lowest to highest).
So, the median value of the list [1, 2, 3, 4, 5] is the number
3. Inthis case, the mean isalso 3. So, which value is a better
indicator of the central tendency of the data? The answer in
this case is neither—both indicate central tendency equally
well. However, the value of the median asasummary statistic
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becomes more obvious when the data set is skewed (in other
words, when there are outliers or data points with values that
arequitedifferent from most of the othersin the data set). For
example, inthedataset [1, 2, 2, 3, 10] the mean would be 3.6
but the median would be 2. In this case, the median isabetter
summary statistic than the mean because it gives a better
representation of central tendency of the data set. Sometimes
the median is referred to as amore “robust” statistic since it
gives a reasonable outcome even with outlier results in the
data set.

EXAMPLE 1-7

As you have seen, calculating the median of a data set with an odd
number of results is straightforward. But, what do you do when a
data set has an even number of members? For example, in the data
set [1,2,2,3,4,10] you have 6 members to the data set. To calculate
the median you need to find the two middle members (in this case,
2 and 3) then average them. So, the median would be 2.5.

Although it is human nature to want to “throw out” an
outlying piece of data from a data set, it is not proper to do
so under most circumstance or at least without rigorous sta-
tistical analysis. Using median as a summary statistic allows
you to use al of the resultsin a data set and still get an idea
of the central tendency of the results.

Themodeisthevalueinthedataset that occurs most often.
It is not as commonly used in the pharmaceutical sciences
but it has particular value in describing the most common
occurrences of results that tend to center around more than
onevalue(e.g., abimodal distribution that hastwo commonly
occurring values). For example, in the data set [1, 2, 4, 4, 5,
5, 5, 6, 9, 10] the mode value is equa to 5. However, we
sometimes see a data set that has two “clusters’ of results
rather than one. For example, the data set [1, 2, 4, 4, 5, 5,
5,6, 9, 10, 11, 11, 11, 11, 13, 14] is bimoda and thus has
two modes (one mode is 5 and the other is 11). Taking the
arithmetic mean of the data set would not give an indication
of the bimodal behavior. Neither would the median.

Variability: Measures of Dispersion

In order to fully understand the properties of the data set that
you are analyzing, it is necessary to convey a sense of the
dispersion or scatter around the central value. Thisisdone so
that an estimate of the variation in the data set can be calcu-
lated. This variability is usually expressed as the range, the
mean deviation, or the standard deviation. Another useful
measure of dispersion commonly used in the pharmaceuti-
cal sciences is the coefficient of variation (CV), which is a
dimensionless parameter. Since much of thiswill beareview
for many of the students using this text, only the most per-
tinent features will be discussed. The results obtained in the
physical, chemical, and biological aspects of pharmacy have
different characteristics. In the physical sciences, for exam-
ple, instrument measurements are often not perfectly repro-

ducible. In other words, variability may result from random
measurement errors or may be due to errors in observations.
In the biological sciences, however, the source of variation
isviewed dightly differently since members of a population
differ greatly. In other words, biological variations that we
typically observe areintrinsic to the individual, organism, or
biological process.

The range is the difference between the largest and the
smallest value in a group of data and gives a rough idea
of the dispersion. It sometimes leads to ambiguous results,
however, when the maximum and minimum valuesarenot in
linewith therest of the data. Therangewill not be considered
further.

The average distance of all the hits from the bull’s eye
would serve as a convenient measure of the scatter on the
target. The average spread about the arithmetic mean of a
large series of weighings or analyses is the mean deviation
8 of the population. The sum of the positive and negative
deviations about the mean equals zero; hence, the algebraic
signs are disregarded to obtain a measure of the dispersion.
The mean deviation d for a sample, that is, the deviation of
an individual observation from the arithmetic mean of the
sample, is obtained by taking the difference between each
individual value X; and the arithmetic mean X, adding the
differenceswithout regardto thealgebraic signs, and dividing
the sum by the number of values to obtain the average. The
mean deviation of asampleis expressed as

Y IXi = X|

d=2=""1"71

N

inwhich Y~ | X; — X] is the sum of the absolute deviations
from the mean. The vertical lineson either side of thetermin
the numerator indicate that the algebraic sign of the deviation
should be disregarded.

Youden® discourages the use of the mean deviation
becauseit gives abiased estimate that suggests a greater pre-
cision than actually existswhen asmall number of valuesare
used in the computation. Furthermore, the mean deviation of
small subsets may be widely scattered around the average of
the estimates, and accordingly, d is not particularly efficient
as ameasure of precision.

The standard deviation o (the Greek lowercase letter
sigma) is the square root of the mean of the squares of the
deviations. This parameter is used to measure the disper-
sion or variahility of alarge number of measurements, for
example, the weights of the contents of several million cap-
sules. This set of items or measurements approximates the
population and o is, therefore, called the population stan-
dard deviation. Population standard deviations are shown in
Figure 1-1.

Aspreviously noted, any finite group of experimental data
may be considered asasubset or sample of the population; the
statistic or characteristic of a sample from the universe used
to express the variability of a subset and supply an estimate
of the standard deviation of the population is known as the

-7
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sample standard deviation and is designated by the letter s.
Theformulais

X2
ol [ZO6=X) (1-8)
N
For asmall sample, the equation iswritten
L X)2
S = M (1-9)
\ N-1

Theterm (N — 1) is known as the number of degrees of free-
dom. It replaces N to reduce the bias of the standard deviation
s, which on the average is lower than the universe standard
deviation.

The reason for introducing (N — 1) is as follows. When a
stati stician sel ects a sampl e and makes a single measurement
or observation, he or she obtains at least arough estimate of
the mean of the parent population. This single observation,
however, can give no hint asto the degree of variability inthe
popul ation. When asecond measurement istaken, however, a
first basisfor estimating the popul ation variability isobtained.
The statistician statesthisfact by saying that two observations
supply one degree of freedom for estimating variations in
the universe. Three values provide two degrees of freedom,
four values provide three degrees of freedom, and so on.
Therefore, we do not have accessto all N values of asample
for obtaining an estimate of the standard deviation of the
population. Instead, we must use 1 less than N, or (N — 1),
as shown in equation (1-9). When N is large, say N > 100,
we can use N instead of (N — 1) to estimate the population
standard deviation because the difference between thetwo is
negligible.

Modern statistical methods handle small samples quite
well; however, theinvestigator should recognizethat the esti-
mate of the standard deviation becomeslessreproducibleand,
on the average, becomes lower than the population standard
deviation as fewer samples are used to compute the estimate.
However, for many students studying pharmacy there is no
compelling reason to view standard deviation in highly tech-
nical terms. So, wewill simply refer to standard deviation as
“SD” from this point forward.

A sample calculation involving the arithmetic mean, the
mean deviation, and the estimate of the standard deviation
follows.

EXAMPLE 1-8

A pharmacist receives a prescription for a patient with rheuma-
toid arthritis calling for seven divided powders, each of which is to
weigh 1.00 g. To check his skill in filling the powders, he removes
the contents from each paper after filling the prescription by the
block-and-divide method and then weighs the powders carefully.
The results of the weighings are given in the first column of Table
1-2; the deviations of each value from the arithmetic mean, disre-
garding the sign, are given in column 2, and the squares of the devi-
ations are shown in the last column. Based on the use of the mean
deviation, the weight of the powders can be expressed as 0.98 +
0.046 g. The variability of a single powder can also be expressed in

TABLE 1-2
STATISTICAL ANALYSIS OF DIVIDED POWDER
COMPOUNDING TECHNIQUE

Weight of Deviation Square of the
Powder Contents (Sign Ignored), Deviation,
(9 [Xi = X| X —X)?
1.00 0.02 0.0004
0.98 0.00 0.0000
1.00 0.02 0.0004
1.05 0.07 0.0049
0.81 0.17 0.0289
0.98 0.00 0.0000
1.02 0.04 0.0016
Total ¥ =684 ¥ =032 ¥ =0.0362
Average 0.98 0.046

terms of percentage deviation by dividing the mean deviation by the
arithmetic mean and multiplying by 100. The result is 0.98% =+
4.6%; of course, it includes errors due to removing the powders from
the papers and weighing the powders in the analysis.

The standard deviation is used more frequently than the
mean deviationin research. For large setsof data, it isapprox-
imately 25% larger than the mean deviation, that is, o =
1.253.

Statisticians have estimated that owing to chance errors,
about 68% of al resultsinalarge set will fall within one stan-
dard deviation on either side of the arithmetic mean, 95.5%
within £2 standard deviations, and 99.7% within +3 stan-
dard deviations, as seen in Figure 1-1.

Goldstein” selected 1.735 as an equitable tolerance
standard for prescription products, whereas Saunders and
Fleming® advocated the use of +30 as approximate limits
of error for asingle result. In pharmaceutical work, it should
be considered permissible to accept +2s as a measure of the
variability or “spread” of the data in small samples. Then,
roughly 5% to 10% of theindividual resultswill be expected
to fall outside this range if only chance errors occur.

The estimate of the standard deviation in Example 1-8 is
calculated asfollows:

0.0362
_y — 0078
) J

and +2sisequal to +0.156 g. That is, based upon the anal-
ysis of this experiment, the pharmacist should expect that
roughly 90% to 95% of the sample values would fall within
40.156 g of the sample mean.

The smaller the standard deviation estimate (or the mean
deviation), the more preciseis the operation. In thefilling of
capsules, precision is a measure of the ability of the phar-
macist to put the same amount of drug in each capsule and
to reproduce the result in subsequent operations. Statistical
techniques for predicting the probability of occurrence of a
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specific deviation in future operations, although important
in pharmacy, require methods that are outside the scope of
this book. The interested reader is referred to treatises on
statistical analysis.

Whereas the average deviation and the standard deviation
can be used as measures of the precision of amethod, the dif-
ference between the arithmetic mean and the true or absolute
value expresses the error that can often be used as ameasure
of the accuracy of the method.

The true or absolute value is ordinarily regarded as the
universe mean pu—that is, the mean for an infinitely large
set—because it is assumed that the true value is approached
asthe samplesizebecomesprogressively larger. Theuniverse
mean does not, however, coincide with the true value of the
quantity measured in those casesin which determinate errors
are inherent in the measurements.

The difference between the sample arithmetic mean and
thetrueval ue givesameasure of theaccuracy of an operation;
it is known as the mean error.

In Example 1-8, the true value is 1.00 g, the amount
requested by the physician. The apparent error involved in
compounding this prescription is

E=10-098=4002g

inwhichthepositivesign signifiesthat thetruevalueisgreater
than the mean value. An analysis of these results shows,
however, that this difference is not statistically significant
but rather is most likely due to accidental errors. Hence, the
accuracy of the operation in Example 1-8 issufficiently great
that no systemic error can be presumed. However, on further
analysis it is found that one or several results are question-
able. This possibility is considered later. If the arithmetic
mean in Example 1-8 were 0.90 instead of 0.98, the differ-
ence could be stated with assurance to have statistical signif-
icance because the probability that such aresult could occur
by chance alone would be small.

The mean error inthiscaseis

100—-090=0.10g¢

Therelative error is obtained by dividing the mean error
by the true value. It can be expressed as a percentage by
multiplying by 100 or in parts per thousand by multiplying
by 1000. It is easier to compare several sets of results by
using the relative error rather than the absolute mean error.
Therelative error in the case just cited is

0.10g

=z — 100
1.009X100 10%

The reader should recognizethat it is possible for aresult
to be precise without being accurate, that is, a constant error
ispresent. If the capsul e contentsin Example 1-8 had yielded
an average weight of 0.60 g with a mean deviation of 0.5%,
the results would have been accepted as precise. The degree
of accuracy, however, would have been low because the aver-

age weight would have differed from the true value by 40%.
Conversely, the fact that the result may be accurate does not
necessarily mean that it is also precise. The situation can
arise in which the mean value is close to the true value, but
the scatter due to chance is large. Saunders and Fleming®
observed, “it is better to be roughly accurate than precisely
wrong.”

A study of theindividual values of aset often throws addi-
tional light on the exactitude of the compounding operations.
Returning to the data of Example 1-8 (Table 1-2), we note
one rather discordant value, namely, 0.81 g. If the arithmetic
mean is recalculated ignoring this measurement, we obtain
amean of 1.01 g. The mean deviation without the doubtful
result is 0.02 g. It is now seen that the divergent result is
0.20 g smaller than the new average or, in other words, its
deviationis 10 timesgreater than the mean deviation. A devi-
ation greater than four times the mean deviation will occur
purely by chance only about once or twice in 1000 measure-
ments; hence, the discrepancy inthiscaseis probably caused
by some definiteerror intechnique. Statisticiansrightly ques-
tion this rule, but it is a useful though not always reliable
criterion for finding discrepant results.

Having uncovered the variable weight among the units,
one can proceed to investigate the cause of the determinate
error. The pharmacist may find that some of the powder was
left on the sides of the mortar or on the weighing paper or
possibly was lost during trituration. If several of the pow-
der weights deviated widely from the mean, a serious defi-
ciency in the compounder’s technique would be suspected.
Such appraisals asthesein the college laboratory will aid the
student in locating and correcting errors and will help the
pharmacist become a safe and proficient compounder before
entering the practice of pharmacy.

The CV isadimensionless parameter that is quite useful.
The CV relates the standard deviation to the mean and is
defined as

CV = SD/mean (1-10)

Itisvalid only when themean isnonzero. Itisalso commonly
reported asapercentage (%CV isCV multiplied by 100). For
example, if SD = 2 and mean = 3, then the %CV is 67%.
The CV isuseful because the standard deviation of datamust
alwaysbe understoodin the context of the mean of theresults.
The CV should be used instead of the standard deviation to
assess the difference between data sets with dissimilar units
or very different means.

VISUALIZING RESULTS: GRAPHIC
METHODS, LINES

Scientists are not usually so fortunate as to begin each prob-
lem with an equation at hand relating the variables under
study. Instead, the investigator must collect raw data and
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put them in the form of a table or graph to better observe
the relationships. Constructing a graph with the data plot-
ted in a manner so as to form a smooth curve often per-
mits the investigator to observe the relationship more clearly
and perhaps will allow expression of the connection in the
form of a mathematical equation. The procedure of obtain-
ing an empirical equation from aplot of the datais known as
curve fitting and is treated in books on statistics and graphic
analysis.

The magnitude of the independent variableis customarily
measured along the horizontal coordinate scale, caled the
x axis. The dependent variable is measured along the verti-
cal scale, or the y axis. The data are plotted on the graph,
and a smooth line is drawn through the points. The x value
of each point is known as the x coordinate or the abscissa;
the y value is known as the y coordinate or the ordinate.
The intersection of the x axis and the y axis is referred to
as the origin. The x and y values may be either negative or
positive.

We will first go through some of the technical aspects
of lines and linear relationships. The simplest relationship
between two variables, in which the variables contain no
exponents other than 1, yields a straight line when plotted
using rectangular coordinates. Thestraight-lineor linear rela-
tionship is expressed as

y =a+ bx (1-11)

in which y is the dependent variable, x is the independent
variable, and a and b are constants. The constant b is the
slope of the ling; the greater the value of b, the steeper isthe
slope. It is expressed as the change in y with the change in
X,orb= %; b is also the tangent of the angle that the line
makes with the x axis. The slope may be positive or negative
depending on whether the line slants upward or downward to
the right, respectively. When b = 1, the line makes an angle
of 45° with the x axis and the equation of the line can be
written as follows:

y=a+X (1-12)

When b = 0, the line is horizontal (in other words, parallel
to the x axis), and the equation reduces to

y=a (1-13)

The constant a is known as the y intercept and denotes the
point at which the line crossesthey axis. If ais positive, the
line crosses the y axis above the x axis; if it is negative,
the line intersects the y axis below the x axis. When a is
zero, equation (1-11) may be written as

y = bx (1-14)

and the line passes through the origin.

Theresultsof the determination of therefractiveindex of a
benzene sol ution containing increasing concentrations of car-
bon tetrachloride are shown in Table 1-3 The dataare plotted
in Figure 1-2 and are seen to produce a straight line with a

TABLE 1-3

REFRACTIVE INDICES OF MIXTURES OF BENZENE AND

CARBON TETRACHLORIDE

Concentration of CCl, (x)
(Volume %)

Refractive Index (y)

10.0 1.497
25.0 1.491
33.0 1.488
50.0 1.481
60.0 1477

negative slope. The equation of the line may be obtained by
using the two-point form of the linear equation
Y2—Y1
X2 — X1

y—-y1= (X = x1) (1-15)
The method involves selecting two widely separated points
(X1, y1) and (X2, y2) on the line and substituting into the two-

point equation.

Referring to Figure 1-2, let 10.0% be x; and its corresponding y value
1.497 be y1; let 60.0% be x, and let 1.477 be y,. The equation then
becomes

1.477 — 1.497
60.0 — 10.0
y —1.497 = —4.00 x 10~*(x — 10.0)

y = —4.00 x 10~*x 4 1.501

y —1.497 = (x — 10.0)

The value —4.00 x 10~ is the slope of the straight line and
corresponds to b in equation (1-11). A negative vaue for
b indicates that y decreases with increasing values of x, as
observed in Figure 1-2. The value 1.501 is the y intercept
and corresponds to a in equation (1-11). It can be obtained

1.500 y intercept = 1.501
“aX1,y1
\/‘/Slope = —4.00 x 10¢
3
E 1.490
[
2z
k]
g
©
[
1.480
Xy,
Equation of line \1 Y
y = —4.00 x 10~*x + 1.501 N
N
1.470 y L L

0 20 40 60

Carbon tetrachloride (% by volume)

Fig.1-2. Refractive index of the system benzene—carbon tetrachlo-
ride at 20°C.
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TABLE 1-4
EMULSION STABILITY AS A FUNCTION OF EMULSIFIER
CONCENTRATION

Emulsifier (x) Oil Separation (y) L ogarithm of Oil
(% Concentration) (mL/month) Separation (log y)
0.50 5.10 0.708
1.00 3.60 0.556
1.50 2.60 0.415
2.00 2.00 0.301
2.50 1.40 0.146
3.00 1.00 0.000

from the plot in Figure 1-2 by extrapolating (extending) the
line upward to the left until it intersectsthey axis. It will also
be observed that

Yoo yi_AY
Xo — X1 AX

(1-16)

and this ssmple formula allows one to compute the slope of
astraight line.

Not all experimental data form straight lines. Equations
containing x? or y? are known as second-degree or quadratic
equations, and graphs of these equations yield parabolas,
hyperbolas, ellipses, and circles. The graphs and their cor-
responding equations can be found in standard textbooks on
analytic geometry.

Logarithmic relationships occur frequently in scientific
work. Data relating the amount of oil separating from an
emulsion per month (dependent variable, y) as a function
of the emulsifier concentration (independent variable, x) are
collected in Table 1-4.

The data from this experiment may be plotted in several
ways. In Figure 1-3, the oil separation y is plotted as ordi-
nate against the emulsifier concentration x as abscissa on
a rectangular coordinate grid. In Figure 1-4, the logarithm
of the oil separation is plotted against the concentration. In
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Fig. 1-4. A plot of the logarithm of oil separation of an emulsion
versus concentration on a rectangular grid.

Figure 1-5, the data are plotted using semilogarithmic scale,
consisting of a logarithmic scale on the vertica axis and a
linear scale on the horizontal axis.

Although Figure 1-3 provides a direct reading of oil
separation, difficulties arise when one attempts to draw a
smooth line through the points or to extrapolate the curve
beyond the experimental data. Furthermore, the equation for
the curve cannot be obtained readily from Figure 1-3. When
the logarithm of oil separation is plotted asthe ordinate, asin

Emulsifier concentration (% w/v)

Fig.1-3. Emulsion stability data plotted on a rectangular coordinate
grid.
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Fig. 1-5. Emulsion stability plotted on a semilogarithmic grid.
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Figure 1-4, a straight line results, indicating that the phe-
nomenon follows a logarithmic or exponential relationship.
The slope and the y intercept are obtained from the graph,
and the equation for the lineis subsequently found by use of
the two-point formula:

log y = 0.85 — 0.28x

Figure 1-4 requires that we obtain the logarithms of the
oil-separation data before the graph is constructed and, con-
versely, that we obtain the antilogarithm of the ordinates to
read oil separation from the graph. These inconveniences of
converting to logarithms and antilogarithms can be overcome
by plotting on a semilogarithmic scale. The x and y values of
Table 1-4 are plotted directly on the graph to yield astraight
line, asseenin Figure 1-5. Although such aplot ordinarily is
not used to obtain the equation of theline, it isconvenient for
reading the oil separation directly from the graph. It is well
to remember that the In of a number is simply 2.303 times
the log of the number. Therefore, logarithmic graph scales
may be used for In as well as for log plots. In fact, today
the natural logarithm is more commonly used than the base
10 log.

Not every pharmacy student will have the need to calcu-
late slopes and intercepts of lines. In fact, once the basics are
understood many of these operations can be performed quite
easily with modern calculators. However, every pharmacy
student should at least be able to look at a visual representa-
tion of data and get some sense of what it is telling you and
why it isimportant. For example, the slope of a plasmadrug
concentration versus time curve is an approximation of the
ratio of the input rate and the output rate of the drug in the
body at that particular point in time (Fig. 1-6). At any given
time point on that curve, the rate of change of drug in the
body is equal to the rate of absorption (input) minusthe rate
of elimination (output or removal from the body). When the
two rate processes are equal, the overall slope of the curveis
zero. Thisisavery important (x,y) point in pharmacokinetics
becauseit isthetime point where the peak blood level s occur
(Crax» tmax)- Therate of absorption is greater than the rate of
elimination to left of the vertical line in Figure 1-6. Thisis
called the absorption phase. When the rate of eliminationis

Product A

Product B

Concentration of drug in plasma

h Product C

Time following administration of a single dose

Minimum effective
concentration

/ Absorption phase

——> Elimination phase

5+
dA dAa
4r dt dt koA
Rate of Rate of Rate of
change of absorption elimination
drug in
body

Plasma drug concentration (mg/L)
w
T

0 12 24 36 48
Hours

Fig.1-6. A plot of the absorption and elimination phases of a typical
plasma drug concentration versus time curve. During the absorption
phase, the rate of input of drug into the body is greater than the rate
of output (or elimination) of drug from the body. The opposite is true
during the elimination phase. At the peak point (T,..,, Cya), the rates
of absorption and elimination are equal.

greater than the rate of absorption, it iscalled the elimination
phase. This region falls to the right of the vertical line. The
steepness of the slope is an indicator of the rate. For exam-
ple, in Figure 1-7, three hypothetical products of the same
drug are shown. Asyou can easily see, the rate of absorption
of the drug into the bloodstream occurs most quickly from
Product 1 and most slowly from Product 2 since the slope of
the absorption phase is steepest for Product 1.

Linear Regression Analysis

Thedatagivenin Table 1-3 and plotted in Figure 1-2 clearly
indicate the existence of a linear relationship between the
refractive index and the volume percent of carbon tetrachlo-
ride in benzene. The straight line that joins virtualy al the
points can be drawn readily on the figure by sighting the
points along the edge of aruler and drawing aline that can
be extrapolated to the y axis with confidence.

Maximum safe
concentration

Fig. 1-7. A plot of plasma drug concentration ver-
sus time for three different products containing the
same dose of a drug. Differences in the profiles are
due to differences in the rate of absorption result-
ing from the three types of formulations. The slope
of the absorption phase is equivalent to the rate
of drug absorption. The steeper slope (Product A)
equals a faster rate of absorption, whereas a less
steep slope (Product C) has a slower absorption
rate.
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TABLE 1-5
REFRACTIVE INDICES OF MIXTURES OF BENZENE AND
CARBON TETRACHLORIDE

Concentration of CCl, (x)

(Volume %) Refractive Index (y)

10.0 1.497
26.0 1.493
33.0 1.485
50.0 1.478
61.0 1477

L et us suppose, however, that the person who prepared the
solutions and carried out the refractive index measurements
was not skilled and, as a result of poor technique, allowed
indeterminate errors to appear. We might then be presented
with the data given in Table 1-5. When these data are plotted
on graph paper, an appreciable scatter is observed (Fig. 1-8)
and we are unabl e, with any degree of confidence, to draw the
line that expresses the relation between refractive index and
concentration. It is here that we must employ better means of
analyzing the available data.

The first step is to determine whether the data in Table
1-5 should fit a straight line, and for this we calculate the
correlation coefficient, r, using the following equation:;

L Xx=R-Y)
VEX=XP 2y~

When there is perfect correlation between the two variables
(in other words, aperfect linear relationship), r = 1. Whenthe
two variables are completely independent, r = 0. Depending
on the degrees of freedom and the chosen probability level, it
is possible to calculate values of r above which there is sig-
nificant correlation and below which there is no significant
correlation. Obviously, in the latter case, it is not profitable
to proceed further with the analysis unless the data can be

(1-17)

ey intercept = 1.502
1.500

Slope = —4.325 X10—¢
1.490

Refractive index

1.480

Equation of line
y = ~4.325 x 10~4x + 1.502

1.470 L . v
0 20 40 60

Carbon tetrachloride (% by volume)

Fig. 1-8. Slope, intercept, and equation of line for data in Table 1-5
calculated by regression analysis.

plotted in some other way that will yield alinear relation. An
exampleof thisisshown in Figure 1-4, inwhich alinear plot
is obtained by plotting the logarithm of oil separation from
an emulsion against emulsifier concentration, as opposed to
Figure 1-3, in which the raw data are plotted in the conven-
tional manner.

Assuming that the cal culated value of r showsasignificant
correlation between x and y, it is then necessary to calculate
the slope and intercept of the line using the equation

b X=Xy ~)
Y (x — X)2
in which b is the regression coefficient, or slope. By substi-

tuting the value for b in equation (1-18), we can obtain they
intercept:

(1-18)

y=y+b(x—X) (1-19)

The following series of calculations, based on the data in
Table 1-5, will illustrate the use of these equations.

Using the data in Table 1-5, calculate the correlation coefficient, the
regression coefficient, and the intercept on the y axis.

Examination of equations (1-17) through (1-19) shows the var-
ious values we must calculate, and these are set up as follows:

x (x —Xx) (x —x)?
10.0 —26.0 676.0
26.0 10.0 100.0
33.0 -3.0 9.0
50.0 +14.0 196.0
61.0 +25.0 625.0
3" = 180.0 S =0 3 = 1606.0
x = 36.0
y o0-» -y
1.497 +0.011 0.000121
1.493 +0.007 0.000049
1.485 —0.001 0.000001
1.478 —0.008 0.000064
1.477 —0.009 0.000081
Y = 7.430 S =0 3" = 0.000316
v+ 1.486
x—=0-»

—0.286

0.070

+0.003

—0.112

—0.225

3 = —0.690

Substituting therelevant valuesinto equation (1-17) gives
P —0.690 _
4/1606.0 x 0.000316
From equation (1-18)
—0.690
~ 1606.0
and finally, from equation (1-19)

-0.97

= —4.296 x 10*




16

MARTIN'S PHYSICAL PHARMACY AND PHARMACEUTICAL SCIENCES

Intercept on they axis = 1.486

—4.315 x 1074(0 — 36)
= +1.502

Notethat for theintercept, weplacex equal to zeroin equation
(1-17). By inserting an actual value of x into equation (1-19),
we obtain the value of y that should befound at that particular
value of x. Thus, when x = 10,

y = 1.486 — 4.315 x 107%(10 — 36)
= 1.486 — 4.315 x 10~%(—26)
= 1.497

The value agrees with the experimental value, and hence
this point lies on the statistically calculated slope drawn in
Figure 1-8.

CHAPTER SUMMARY

Most of the statistical calculations reviewed in this chapter
will be performed using a calculator or computer. The objec-
tive of this chapter was not to inundate you with statistical
formulas or complex equations but rather to give the student
a perspective on analyzing data as well as providing a foun-
dation for the interpretation of results. Numbers alone are
not dynamic and do not give a sense of the behavior of the
results. In some situations, equations or graphic representa-
tions were used to give the more advanced student a sense of
the dynamic behavior of the results.

~a’ Practice problems for this chapter can be found at
i thePoint.lww.com/Sinko6e
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B STATES OF MATTER

At the conclusion of this chapter
CHAPTER OBJECTIVES the student should be able to':)
El Understand the nature of the intra- and intermolecu-
lar forces that are involved in stabilizing molecular and
physical structures.
I Understand the differencesin these forces and their rel-
evance to different types molecules.
Discuss supercritical states to illustrate the utility of
supercritical fluids for crystallization and micropartic-
ulate formulations.
I3 Appreciate the differences in the strengths of the inter-
molecular forces that are responsible for the stability of
(5 |

structures in the different states of matter.

Perform calculations involving the ideal gas law, mole-
cular weights, vapor pressure, boiling points, kinetic
molecular theory, van der Waal sreal gases, the Clausius—
Clapeyron equation, heats of fusion and melting points,
and the phase rule equations.

@ Understand the properties of the different states of
matter.

Describe the pharmaceutical relevance of the different

states of matter to drug delivery systems by reference to

specific examples given in the text boxes.

Describethe solid state, crystallinity, solvates, and poly-

morphism.

Describe and discuss key techniques utilized to charac-

terize solids.

Recognize and elucidate the relationship between dif-

ferential scanning cal orimetry, thermogravimetric, Karl

Fisher, and sorption analyses in determining polymor-

phic versus solvate detection.

0 Understand phase equilibria and phase transitions
between the three main states of matter.

A Understand the phase rule and its application to different
systems containing multiple components.

BINDING FORCES BETWEEN MOLECULES

For molecules to exist as aggregates in gases, liquids, and
solids, intermolecular forces must exist. An understanding
of intermolecular forcesisimportant in the study of pharma-
ceutical systemsand followslogically from adetailed discus-
sion of intramolecular bonding energies. Likeintramolecular
bonding energies found in covalent bonds, intermolecular
bonding is largely governed by electron orbital interac-
tions. The key difference is that covalency is not estab-
lished in the intermolecular state. Cohesion, or the attrac-
tion of like molecules, and adhesion, or the attraction
of unlike molecules, are manifestations of intermolecular
forces. Repulsion is a reaction between two molecules that
forcesthem apart. For molecul estointeract, theseforcesmust
be balanced in an energetically favored arrangement. Briefly,
the term energetically favored is used to describe the inter-
molecular distancesand intramolecular conformationswhere
the energy of the interaction is maximized on the basis of the
balancing of attractive and repulsive forces. At this point, if
themoleculesaremoved dlightly inany direction, the stability
of the interaction will change by either a decrease in attrac-
tion (when moving the molecules away from one another) or
an increase in repulsion (when moving the moleculestoward
one another).

Knowledge of these forces and their balance (equilib-
rium) isimportant for understanding not only the properties
of gases, liquids, and solids, but also interfacial phenom-
ena, flocculation in suspensions, stabilization of emulsions,

compaction of powdersin capsules, dispersion of powdersor
liquid dropletsin aerosols, and the compression of granules
to form tablets. With the rapid increase in biotechnology-
derived products, it is important to keep in mind that
these same properties are strongly involved in influencing
biomolecular (e.g., proteins, DNA) secondary, tertiary, and
quaternary structures, and that these properties have a pro-
found influence on the stability of these products during
production, formulation, and storage. Further discussion of
biomolecular productswill belimited in thistext, but correla-
tions hold between small-molecule and the larger biomolec-
ular therapeutic agents due to the universality of the physical
principles of chemistry.

Repulsive and Attractive Forces

When mol eculesinteract, both repul sive and attractiveforces
operate. As two atoms or molecules are brought closer
together, the opposite charges and binding forces in the two
molecules are closer together than the similar charges and
forces, causing the molecules to attract one another. The
negatively charged electron clouds of the molecules largely
govern the balance (equilibrium) of forces between the two
molecules. When the mol ecul es are brought so close that the
outer charge clouds touch, they repel each other like rigid
elastic bodies.

Thus, attractive forces are necessary for molecules to
cohere, whereas repulsive forces act to prevent the mole-
cules from interpenetrating and annihilating each other.

17
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Moelwyn-Hughes! pointed to the analogy between human
behavior and molecular phenomena: Just as the actions of
humans are often influenced by a conflict of loyalties, so too
is molecular behavior governed by attractive and repulsive
forces.

Repulsion is due to the interpenetration of the electronic
clouds of molecules and increases exponentially with a
decrease in distance between the molecules. At a certain
equilibrium distance, about (3-4) x 108 cm (34 A), the
repulsive and attractive forces are equal. At this position,
the potential energy of the two molecules is a minimum and
the system is most stable (Fig. 2-1). This principle of mini-
mum potential energy applies not only to molecules but also
to atoms and to large objects as well. The effect of repul-
sion on the intermolecular three-dimensional structure of a
molecule is well illustrated in considering the conformation
of the two terminal methyl groups in butane, where they are
energetically favored in the transconformation because of a
minimization of the repulsive forces. It is important to note
that the arrangement of the atoms in a particular stereoiso-
mer givesthe configuration of amolecule. On the other hand,
conformation refers to the different arrangements of atoms
resulting from rotations about single bonds.

The various types of attractive intermolecular forces are
discussed in the following subsections.

Repulsion
T >
a5
@
)
g_f &
c ° ——Distance —>
wl =z
—re—t
Attraction

Fig. 2-1. Repulsive and attractive energies and net energy as a
function of the distance between molecules. Note that a minimum
occurs in the net energy because of the different character of the
attraction and repulsion curves.

Van der Waals Forces

Van der Waalsforces relate to nonionic interactions between
molecules, yet they involve charge—charge interactions (see
Key Concept Box on van der Waals Forces). In organic

(- NENNIM TN VAN DER WAALS FORCES

Keesom forces

Permanent dipole

S5-
(0]

EnN c1

H
van der Waal interactions are weak forces that involve the
dispersion of charge across a molecule called a dipole. In a
permanent dipole, as illustrated by the peptide bond, the elec-
tronegative oxygen draws the pair of electrons in the carbon—
oxygen double bond closer to the oxygen nucleus. The bond then
becomes polarized duetothe factthatthe oxygen atomis strongly
pulling the nitrogen lone pair of electrons toward the carbon
atom, thus creating a partial double bond. Finally, to compensate
for valency, the nucleus of the nitrogen atom pulls the electron
pair involved in the nitrogen—hydrogen bond closer to itself and
creates a partial positive charge on the hydrogen. This greatly
affects protein structure, which is beyond the scope of this dis-
cussion. In Keesom forces, the permanent dipoles interact with

Debye forces London forces

No interaction No interaction

©

OO

Induction

<—

Inductionﬁ

Interaction Interaction

one anotherin anionlike fashion. However, because the charges
are partial, the strength of bonding is much weaker. Debye forces
show the ability of a permanent dipole to polarize charge in a
neighboring molecule. In London forces, two neighboring neutral
molecules, for example, aliphatic hydrocarbons, induce partial
charge distributions. If one conceptualizes the aliphatic chains
in the lipid core of a membrane like a biologic membrane or a
liposome, one can imagine the neighboring chains in the interior
asinducing a network of these partial charges that helps hold the
interior intact. Without this polarization, the membrane interior
would be destabilized and lipid bilayers might break down. There-
fore, London forces give rise to the fluidity and cohesiveness of
the membrane under normal physiologic conditions.
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chemistry, numerous reactions like nucleophilic substitu-
tions are introduced where one molecule may carry a par-
tial positive charge and be attractive for interaction with a
partially negatively charged nucleophilic reactant. These par-
tial charges can be permanent or be induced by neighboring
groups, and they reflect the polarity of themolecule. The con-
verse can be true for electrophilic reactants. The presence of
these polaritiesin molecules can be similar to those observed
with a magnet. For example, dipolar molecules frequently
tend to align themselves with their neighbors so that the neg-
ative pole of one molecule points toward the positive pole of
the next. Thus, large groups of molecules may be associated
through weak attractions known as dipole—dipole or Keesom
forces. Permanent dipoles are capabl e of inducing an electric
dipolein nonpolar molecules(which areeasily polarizable) to
produce dipole-induced dipole, or Debye, interactions, and
nonpolar molecules can induce polarity in one another by
induced dipole-induced dipole, or London, attractions. This
latter force deserves additional comment here.

Theweak el ectrostatic force by which nonpolar molecules
such as hydrogen gas, carbon tetrachloride, and benzene
attract one another was first recognized by London in 1930.
The dispersion or London force is sufficient to bring about
the condensation of nonpolar gas molecules so asto formlig-
uids and solidswhen mol eculesare brought quite closeto one
another. In al three types of van der Waals forces, the poten-
tial energy of attraction varies inversely with the distance
of separation, r, raised to the sixth power, r. The potential
energy of repulsion changes more rapidly with distance, as
shown in Figure 2-1. This accounts for the potential energy
minimum and the resultant equilibrium distance of separa-
tion, re.

A good conceptual analogy to illustrate this point is the
interaction of opposite poles of magnets (Fig. 2-2). If two
magnets of the same size are did on a table so that the
opposite poles completely overlap, the resultant interaction
isattractive and the most energetically favored configuration

@) (b)
+ - + -
+ - + -
(©)
4 _

denotes attraction

or denotes repulsion

Fig.2-2. (a) The attractive, (b) partially repulsive, and (c) fully repul-
sive interactions of two magnets being brought together.

(Fig. 2-2a). If the magnets are dlid further so that the poles of
each dlideinto like-pole regions of the other (Fig. 2-2b), this
leads to repulsion and aforce that pushes the magnetic poles
back to the energetically favored configuration (Fig. 2-2a).
However, it must be noted that attractive (opposite-pole over-
lap) and repulsive (same-pole overlap) forces coexist. If the
same-charged polesaredlid into the proximity of one another,
the resultant force is complete repulsion (Fig. 2-2c).

These several classes of interactions, known as van der
Waals forces’ and listed in Table 2-1, are associated with
the condensation of gases, the solubility of some drugs, the
formation of some metal complexes and molecular addi-
tion compounds, and certain biologic processes and drug
actions. The energies associated with primary valence bonds
areincluded for comparison.

Orbital Overlap

An important dipole—dipole force is the interaction between
pi-electron orbitals in systems. For example, aromatic—
aromatic interactions can occur when the double-bonded pi-
orbitals from the two rings overlap (Fig. 2-3).> Aromatic
ringsaredipolar in nature, having apartial negative chargein
thepi-orbital electron cloud above and bel ow thering and par-
tial positive charges residing at the equatorial hydrogens, as
illustrated in Figure 2-3a. Therefore, a dipole—dipole inter-
action can occur between two aromatic molecules. In fact,
at certain geometries aromatic—aromatic interaction can sta-
bilize inter- and/or intramolecular interactions (Fig. 2-3b
and ¢), with the highest energy interactions occurring when
the rings are nearly perpendicular to one another.? This phe-
nomena has been largely studied in proteins, where stack-
ing of 50% to 60% of the aromatic side chains can often
add stabilizing energy to secondary and tertiary structure
(intermolecular) and may even participatein stabilizing qua-
ternary interactions (intramolecular). Aromatic stacking can
also occur in the solid state, and was first identified as a sta-
bilizing force in the structure of small organic crystals.

It isimportant to point out that due to the nature of these
interactions, repulsionisalso very plausible and can be desta-
bilizing if the balancing attractive force is changed. Finally,
lone pairs of electrons on atomslike oxygen can also interact
with aromatic pi orbitals and lead to attractive or repulsive
interactions. These interactions are dipole—dipole in nature
and they are introduced to highlight their importance. Stu-
dents seeking additional information on this subject should
read the excellent review by Meyer et al .2

*Thetermvan der Waal sforcesisoften used |oosely. Sometimesall combina-
tions of intermolecular forces among ions, permanent dipoles, and induced
dipoles are referred to as van der Waals forces. On the other hand, the
London force aone is frequently referred to as the van der Waals force
because it accounts for the attraction between nonpolar gas molecules, as
expressed by the a/V2 term in the van der Waals gas equation. In this book,
the three dipolar forces of Keesom, Debye, and London are called van der
Waals forces. The other forces such as the ion-dipole interaction and the
hydrogen bond (which have characteristics similar both to ionic and dipolar
forces) are designated appropriately where necessary.
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TABLE 21
INTERMOLECULAR FORCES AND VALENCE BONDS

Bond Type

Bond Energy
(approximately)
(kcal/mole)

Van der Waals forces and other intermolecular attractions
Dipole—dipole interaction, orientation effect, or Keesom force

Dipole-induced dipole interaction, induction effect, or Debye force

1-10

Induced dipole-induced dipol e interaction, dispersion effect, or London force

lon—dipole interaction

Hydrogen bonds: O—H.---0O
C—H...0O
O—H---N
N—H-.-0
F—H...F

Primary valence bonds
Electrovalent, ionic, heteropolar
Covalent, homopolar

100-200
50-150

lon—Dipole and lon-Induced Dipole Forces

In additionto thedipolar interactionsknown asvan der Waals
forces, other attractions occur between polar or nonpolar
molecules and ions. These types of interactions account in
part for the solubility of ionic crystalline substancesin water;
the cation, for example, attracts the relatively negative oxy-
gen atom of water and the anion attracts the hydrogen atoms
of the dipolar water molecules. lon-induced dipole forcesare
presumably involved in the formation of theiodide complex,

Iy + KT~ = K*lg~ 2-1)
(@) (b)
o+ o+ o+
H H lin
o+H Ho+ o= °-
60°-90°
X H
o+ C — )0—
: 5
©) | y 0
o+
L Ié_
C |g;
L Ié_

Fig. 2-3. Schematic depicting (a) the dipolar nature of an aro-
matic ring, (b) its preferred angle for aromatic—aromatic interactions
between 60° and 90°, and (c) the less preferred planar interaction of
aromatic rings. Although typically found in proteins, these interac-
tions can stabilize states of matter as well. See the excellent review
on this subject with respect to hiologic recognition by Meyer et al.?

Reaction (2-1) accountsfor the solubility of iodinein asolu-
tion of potassiumiodide. Thiseffect can clearly influencethe
solubility of asolute and may be important in the dissolution
process.

lon—lon Interactions

Another important interaction that involves chargeistheion—
ion interaction. An ionic, electrovalent bond between two
counter ionsisthe strongest bonding interaction and can per-
sist over thelongest distance. However, weaker ion—ion inter-
actions, in particular salt formations, exist and i nfluence phar-
maceutical systems. This section focuses on those weaker
ionon interactions. The ion-ion interactions of salts and
salt forms have been widely discussed in prerequisite gen-
eral chemistry and organic chemistry coursesthat utilize this
text, but they will briefly be reviewed here.

It is well established that ions form because of valency
changesin an atom. At neutrality, the number of protons and
the number of electrons in the atom are equal. Imbalance in
theratio of protonsto neutronsgivesriseto achangeincharge
state, and the valency will dictate whether the species is
cationic or anionic. lon-ion interactionsare normally viewed
from the standpoint of attractive forces. A cation on one
compound will interact with an anion on another compound,
giving rise to an intermolecular association. lon—ion inter-
actions can aso be repulsive when two ions of like charge
are brought closely together. The repulsion between the like
charges arises from electron cloud overlap, which causes the
intermolecular distancesto increase, resulting in an energeti-
cally favored dispersion of the molecules. Theillustration of
the magnetic poles in Figure 2-2 offers an excellent corol-
lary for the understanding of the attractive cationic (posi-
tive pole) and anionic (negative pole) interactions (panel A),
as well as the need for proper distance to an energetically
favored electrovalent interaction (panels A and B), and the
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repulsive forces that may occur between like charges (panels
B and C). lon-ion interactions may be intermolecular (e.g.,
ahydrochloride salt of adrug) or intramolecular (e.g., asalt-
bridge interaction between counter ionsin proteins).

Clearly, the strength of ion—on interactions will vary
according to the balancing of attractive and repulsive forces
between the cation- and anion-containing species. Itisimpor-
tant to keepin mind that ion— oninteractionsare considerably
stronger than many of the forces described in this section and
can even be stronger than covalent bonding when an ionic
bond is formed. The strength of ion—on interactions has a
profound effect on several physical properties of pharmaceu-
tical agents including salt-form selection, solid-crystalline
habit, solubility, dissolution, pH and p K determination, and
solution stability.

Hydrogen Bonds

The interaction between a molecule containing a hydrogen
atom and a strongly electronegative atom such as fluorine,
oxygen, or nitrogen is of particular interest. Because of the
small size of the hydrogen atom and its large electrostatic
field, it can move in close to an electronegative atom and
form an electrostatic type of union known as a hydrogen
bond or hydrogen bridge. Such abond, discovered by L atimer
and Rodebush®* in 1920, exists in ice and in liquid water; it
accounts for many of the unusual properties of water includ-
ing its high dielectric constant, abnormally low vapor pres-
sure, and high boiling point. The structure of ice is an open
but well ordered three-dimensional array of regular tetrahedra
with oxygen in the center of each tetrahedron and hydrogen
atomsat thefour corners. The hydrogensare not exactly mid-
way between the oxygens, asmay be observed in Figure 2—4.
Roughly one sixth of the hydrogen bonds of ice are broken
when water passes into the liquid state, and essentialy all
the bridges are destroyed when it vaporizes. Hydrogen bonds
can also exist between acohol molecules, carboxylic acids,
aldehydes, esters, and polypeptides.

The hydrogen bonds of formic acid and acetic acid are
sufficiently strong to yield dimers (two molecules attached
together), which can exist even in the vapor state. Hydrogen
fluoride in the vapor state exists as a hydrogen-bonded poly-
mer (FH . ..),, wheren canhaveavaueaslargeas6. Thisis
largely due to the high electronegativity of the fluorine atom
interacting with the positively charged, electropositive hydro-
gen atom (analogousto anion-ioninteraction). Several struc-
tures involving hydrogen bonds are shown in Figure 2—4.
The dashed lines represent the hydrogen bridges. It will be
noticed that intra- aswell as intermolecular hydrogen bonds
may occur (asin salicylic acid).

Bond Energies

Bond energies serve as a measure of the strength of bonds.
Hydrogen bondsarerelatively weak, having abond energy of
about 2 to 8 kcal/mole as compared with a value of about 50
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Fig. 2-4. Representative hydrogen-bonded structures.

to 100 kcal for the covalent bond and well over 100 kcal for
the ionic bond. The metallic bond, representing a third type
of primary valence, will be mentioned in connection with
crystaline solids.

The energies associated with intermolecular bond forces
of severa compounds are shown in Table 2-2. It will
be observed that the total interaction energies between
molecules are contributed by a combination of orientation,
induction, and dispersion effects. The nature of themolecules
determines which of these factors is most influential in the
attraction. In water, a highly polar substance, the orientation
or dipole—dipoleinteraction predominates over the other two

TABLE 2-2
ENERGIES ASSOCIATED WITH MOLECULAR
AND IONIC INTERACTIONS

Interaction (kcal/mole)

Total
Compound Orientation Induction Dispersion Energy
H,O 8.69 0.46 2.15 11.30
HCI 0.79 0.24 4.02 5.05
HI 0.006 0.027 6.18 6.21
NaCl — — 3.0 183
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forces, and solubility of drugs in water is influenced mainly
by the orientation energy or dipole interaction. In hydrogen
chloride, amolecule with about 20% ionic character, the ori-
entation effect isstill significant, but the dispersion force con-
tributes a large share to the total interaction energy between
molecules. Hydrogen iodide is predominantly covalent, with
itsintermol ecul ar attraction supplied primarily by theLondon
or dispersion force.

Theionic crystal sodium chlorideisincluded in Table 2—-2
for comparison to show that its stability, as reflected in its
large total energy, is much greater than that of molecular
aggregates, and yet the dispersion force exists in such ionic
compounds even as it does in molecules.

STATES OF MATTER

Gases, liquids, and crystalline solids are the three primary
states of matter or phases. The molecules, atoms, and ionsin
the solid state are held in close proximity by intermolecular,
interatomic, or ionic forces. The atomsin the solid can oscil -
late only about fixed positions. Asthe temperature of asolid
substanceisraised, the atoms acquire sufficient energy to dis-
rupt the ordered arrangement of the lattice and pass into the
liquid form. Finally, when sufficient energy is supplied, the
atoms or molecules pass into the gaseous state. Solids with
high vapor pressures, such as iodine and camphor, can pass
directly from the solid to the gaseous state without melting at
room temperature. This processisknown assublimation, and
the reverse process, that is, condensation to the solid state,

may be referred to as deposition. Sublimation will not be
discussed in detail here but is very important in the freeze-
drying process, as briefly detailed in the Key Concept Box
on Sublimation in Freeze Drying (Lyophilization).

Certain molecules frequently exhibit afourth phase, more
properly termed a mesophase (Greek mesos, middle), which
lies between the liquid and crystalline states. This so-called
liquid crystalline state is discussed later. Supercritical flu-
ids are also considered a mesophase, in this case a state of
matter that exists under high pressure and temperature and
has properties that are intermediate between those of liquids
and gases. Supercritical fluids will also be discussed later
because of their increased utilization in pharmaceutical agent
processing.

THE GASEOUS STATE

Owing to vigorous and rapid motion and resultant collisions,
gas molecules travel in random paths and collide not only
with one another but also with the walls of the container
in which they are confined. Hence, they exert a pressure—
aforce per unit area—expressed in dynes’cm?. Pressure is
also recorded in atmospheres or in millimeters of mercury
because of the use of the barometer in pressure measurement.
Another important characteristic of agas, itsvolume, is usu-
ally expressed in liters or cubic centimeters (1 cm® = 1 mL).
The temperature involved in the gas equations is given
according the absolute or Kelvin scale. Zero degrees on the
centigrade scale is equal to 273.15 Kelvin (K).

(e (AN I AAN SUBLIMATION IN FREEZE DRYING (LYOPHILIZATION)

Freeze drying (lyophilization) is widely used in the pharmaceuti-
calindustry forthe manufacturing of heat-sensitive drugs. Freeze
drying is the most common commercial approach to making a
sterilized powder. This is particularly true for injectable formula-
tions, where a suspended drug might undergo rapid degradation
in solution, and thus a dried powder is preferred. Many pro-
tein formulations are also prepared as freeze-dried powders to
prevent chemical and physical instability processes that more
rapidly occur in a solution state than in the solid state. As is
implied by its name, freeze drying is a process where a drug sus-
pendedinwaterisfrozenandthendried by a sublimation process.
The following processes are usually followed in freeze drying:
(a) The drug is formulated in a sterile buffer formulation and
placedinavial(itisimportantto note thatthere are differenttypes
of glass available and these types may have differing effects on
solution stability; (b) a slotted stopper is partially inserted into
the vial, with the stopper being raised above the vial so that
air can get in and out of the vial; (c) the vials are loaded onto
trays and placed in a lyophilizer, which begins the initial freezing;
(d) upon completion of the primary freeze, which is conducted
ata low temperature, vacuum is applied and the water sublimes

into vapor and is removed from the system, leaving a powder with
a high water content (the residual water is more tightly bound to
the solid powder); (e) the temperature is raised (but still main-
taining a frozen state) to add more energy to the system, and
a secondary freeze-drying cycle is performed under vacuum to
pull off more of the tightly bound water; and (f) the stoppers
are then compressed into the vials to seal them and the pow-
ders are left remaining in a vacuum-sealed container with no air
exchange. These vials are subsequently sealed with a metal cap
thatis crimped into place. Itisimportant to note that there is often
residual water leftin the powders upon completion of lyophiliza-
tion. In addition, if the caps were not air tight, humidity could
enter the vial and cause the powders to absorb atmospheric
water (the measurement of the ability of a powder/solid material
to absorb water is called its hygroscopicity), which could lead
to greater instability. Some lyophilized powders are so hygro-
scopic thatthey will absorb enough water to form a solution; this
is called deliquescence and is common in lyophilized powders.
Finally, because the water is removed by sublimation and the
compoundisnotcrystalized out, the residual powderis commonly
amorphous.
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The Ideal Gas Law

The student may recall from general chemistry that the gas
laws formulated by Boyle, Charles, and Gay-L ussac refer to
an ideal situation where no intermolecular interactions exist
and collisions are perfectly elastic, and thus no energy is
exchanged upon collision. Ideality allowsfor certain assump-
tionsto be made to derive these laws. Boyl€e'slaw relatesthe
volume and pressure of a given mass of gas at constant tem-
perature,

P 1

V

or

PV =k (2-2)

Thelaw of Gay-L ussac and Charles statesthat the volume
and absolute temperature of a given mass of gas at constant
pressure are directly proportional,

V oxT

V =KkT 2-3)

These equations can be combined to obtain the familiar rela-
tionship

PiVi PV

LFT P
In equation (2—4), P1, V1, and T, are the values under one set
of conditionsand P, V5, and T, the values under another set.

The Effect of Pressure Changes on the Volume of an Ideal Gas

(2-4)

In the assay of ethyl nitrite spirit, the nitric oxide gas that is liberated
from a definite quantity of spirit and collected in a gas burette occu-
pies a volume of 30.0 mL at a temperature of 20°C and a pressure
of 740 mm Hg. Assuming the gas is ideal, what is the volume at 0°C
and 760 mm Hg? Write

740 x 30.0 760 x V3
273420 273
V; = 27.2mL

From eguation (2—4) it is seen that PV/T under one set
of conditionsis equal to PV/T under another set, and so on.
Thus, one reasonsthat although P, V, and T change, theratio
PVIT is constant and can be expressed mathematically as

PV
— =R
-
or
PV = RT 2-5)

in which R is the constant value for the PV/T ratio of an
ideal gas. This equation is correct only for 1 mole (i.e,, 1 g

molecular weight) of gas; for n molesit becomes
PV =nRT 2-6)

Equation (2-6) is known as the general ideal gas law, and
because it relates the specific conditions or state, that is, the

pressure, volume, and temperature of agiven massof gas, itis
called the equation of state of an ideal gas. Real gasesdo not
interact without energy exchange, and therefore do not follow
the laws of Boyle and of Gay-Lussac and Charles as ideal
gases are assumed to do. Thisdeviation will be considered in
alater section.

The molar gas constant R is highly important in phys-
ical chemical science; it appears in a number of relation-
shipsin electrochemistry, solution theory, colloid chemistry,
and other fields in addition to its appearance in the gas
laws. To obtain a numerical value for R, let us proceed as
follows. If 1 mole of an ideal gas is chosen, its volume
under standard conditions of temperature and pressure (i.e.,
at 0°C and 760 mm Hg) has been found by experiment to be
22.414 liters. Substituting this value in equation (2-6), we
obtain

1am x 22.414 liters = 1 mole x R x 273.16 K
R = 0.08205 liter atm/mole K

The molar gas constant can also be given in energy units
by expressing the pressure in dynes/cm? (1 atm = 1.0133 x
10° dynes/cm?) and the volume in the corresponding units of
cm?® (22.414 liters = 22,414 cm®). Then

PV (1.0133 x 10°) x 22.414
T 273.16
= 8.314 x 10° erg/mole K

R:

or, because 1 joule = 107 ergs,
R = 8.314 joulesmole K

The constant can aso be expressed in cal/mole deg, employ-
ing the equivalent 1 cal = 4.184 joules:

_ 8314 joules'mole deg

~ 4.184jouledcal
One must be particularly careful to use the value of R
commensuratewith theappropriate unitsunder consideration
in each problem. In gaslaw problems, R isusually expressed

inliter atm/moledeg, whereasin thermodynamic cal culations
it usually appearsin the units of cal/mole deg or joule/mole

deg.
EXAMPLE 2-2]

Calculation of Volume Using the Ideal Gas Law

= 1.987 cal/mole deg

What is the volume of 2 moles of an ideal gas at 25°C and
780 mm Hg?

(780 mm/760 mm atm~!) x V
= 2 moles x (0.08205 liter atm/mole deg) x 298 K
V = 47.65 liters

Molecular Weight

Theapproximate mol ecular weight of agascan bedetermined
by use of the ideal gas law. The number of moles of gasn is
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replaced by its equivalent g/M, in which g is the number of
grams of gasand M is the molecular weight:

g
PV = =RT 2-
M -7
or
gRT
M=>"—- 2—
PV (2-8)
[ EXAMPLE 2-3|

Molecular Weight Determination by the Ideal Gas Law

If 0.30 g of ethyl alcohol in the vapor state occupies 200 mL at a
pressure of 1 atm and a temperature of 100°C, what is the molecular
weight of ethyl alcohol? Assume that the vapor behaves as an ideal
gas. Write
M= 0.30 x 0.082 x 373
1x0.2
M = 46.0 g/mole

The two methods most commonly used to determine the
molecular weight of easily vaporized liquids such as alcohol
and chloroform are the Regnault and Victor Meyer methods.
In the latter method, the liquid is weighed in a glass bulb; it
is then vaporized and the volume is determined at a definite
temperature and barometric pressure. The values are finaly
substituted in equation (2-8) to obtain the molecular weight.

Kinetic Molecular Theory

The equations presented in the previous section have been
formulated from experimental considerations where the con-
ditionsare closetoideality. The theory that was devel oped to
explain the behavior of gases and to lend additional support
to the validity of the gaslawsis called the kinetic molecular
theory. Here are some of the more important statements of
the theory:

1. Gases are composed of particles caled atoms or
molecules, the total volume of which is so small asto be
negligible in relation to the volume of the space in which
the molecules are confined. This condition is approxi-
mated in actual gasesonly at low pressures and high tem-
peratures, in which case the molecules of the gas are far
apart.

2. The particles of the gas do not attract one another, but
instead move with complete independence; again, this
statement applies only at low pressures.

3. The particles exhibit continuous random motion owing
to their kinetic energy. The average kinetic energy, E, is
directly proportional to the absolute temperature of the
gas, or E = (3%,)RT.

4. The molecules exhibit perfect elasticity; that is, there is
no net loss of speed or transfer of energy after they collide
with one another and with the moleculesinthewalls of the
confining vessel, which latter effect accounts for the gas
pressure. Although the net vel ocity, and thereforethe aver-
age kinetic energy, does not change on collision, the speed

and energy of theindividual molecules may differ widely
at any instant. More simply stated, the net velocity can
be an average velocity of many molecules; thus, a distri-
bution of individual molecular velocities can be presentin
the system.

From these and other postul ates, the following fundamen-
tal kinetic equation is derived:

PV = 1nm?
3
where P is the pressure and V the volume occupied by any
number n of molecules of massm having an average velocity
C.

Using this fundamental equation, we can obtain the root
mean square velocity (c2)Y/2 (usually written 4) of the mole-
cules by an ideal gas.* Solving for ¢2 in equation (2-9) and
taking the square root of both sides of the equation leads to

the formula
_ /3RV
=y m

Restricting thiscaseto 1 moleof gas, wefindthat PV becomes
equal to RT from the equation of state (2-5), n becomes
Avogadro’s number Na, and Na multiplied by the mass of
one molecule becomes the molecular weight M. The root
mean square velocity is therefore given by

_ [aRT
V"M
EXAMPLE 2-4]

Calculation of Root Mean Square Velocity

2-9)

(2-10)

(2-11)

What is the root mean square velocity of oxygen (molecular weight,
32.0) at 25°C (298 K)?

= 4.82 x 10*cm/sec

_ \/3 x 8.314 x 107 x 298
H= 32

Because the term nm/V is equal to density, we can write
equation (2-10) as

=2 @-12)
d

Remembering that density is defined as a mass per unit vol-
ume, we see that the rate of diffusion of a gas is inversely
proportional to the square root of its density. Such arelation
confirms the early findings of Graham, who showed that a
lighter gas diffuses more rapidly through aporous membrane
than does a heavier one.

*Notethat theroot mean squarevel ocity (c2)¥2 isnot thesame asthe average
velocity, €. This can be shown by a simple example: Let ¢ have the three
values2, 3, and 4. ThenT = (2 + 3 + 4)/3 = 3, whereas u = (c2)¥2? isthe
square root of the mean of the sum of the squares, or

V(22 + 32+ 42)/3 =+/9.67, and u = 3.11.
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The van der Waals Equation for Real Gases

The fundamental kinetic equation (2-9) isfound to compare
withtheideal gasequation becausethekinetic theory isbased
on the assumptions of theideal state. However, real gasesare
not composed of infinitely small and perfectly elastic nonat-
tracting spheres. Instead, they are composed of molecules of
afinite volume that tend to attract one another. These factors
affect the volume and pressure terms in the ideal equation
so that certain refinements must be incorporated if equation
(2-5) is to provide results that check with experiment. A
number of such expressions have been suggested, the van
der Waals equation being the best known of these. For 1
mole of gas, the van der Waals equation is written as

(P + %) (V —b) = RT (2-13)
For the more general case of n moles of gasin a container of
volume V, egquation (2-13) becomes

3 (2-14)
The term a/V? accounts for the internal pressure per mole
resulting from theintermolecul ar forcesof attraction between
the molecules; b accounts for the incompressibility of the
molecules, that is, the excluded volume, which is about four
times the molecular volume. This relationship holds true for
all gases, however, the influence of nonideality is greater
when the gasis compressed. Polar liquids have high internal
pressures and serve as solvents only for substances of simi-
lar internal pressures. Nonpolar molecules have low internal
pressures and are not ableto overcomethe powerful cohesive
forces of the polar solvent molecules. Minera oil isimmis-
cible with water for this reason.

When the volume of a gas is large, the molecules are
well dispersed. Under these conditions, a/V2 and b become
insignificant with respect to P and V, respectively. Under
these conditions, the van der Waals equation for 1 mole of
gas reduces to the ideal gas equation, PV = RT, and at low
pressures, real gasesbehavein anidea manner. Thevalues of
a and b have been determined for anumber of gases. Some of
these arelisted in Table 2-3. The weak van der Waalsforces
of attraction, expressed by the constant a, are those referred
toin Table 2-1.

<P+a_nz> (V —nb) =nRT

THE VAN DER WAALS CONSTANTS FOR SOME GASES
a b

Gas (liter? atm/mole?) (liter/mole)

H, 0.244 0.0266

0O, 1.360 0.0318

CHg, 2.253 0.0428

H,O 5.464 0.0305

Cl, 6.493 0.0562
CHCl; 15.17 0.1022

Application of the van der Waals Equation

A 0.193-mole sample of ether was confined in a 7.35-liter vessel at
295 K. Calculate the pressure produced using (a) the ideal gas equa-
tion and (b) the van der Waals equation. The van der Waals a value
for ether is 17.38 liter? atm/mole?; the b value is 0.1344 liter/mole.
To solve for pressure, the van der Waals equation can be rearranged
as follows:

nRT an?
TV_m Vv
@
0.193 mole x 0.0821 liter atm/deg mole x 295 deg
- 7.35 liter
= 0.636 atm
(b)
0.193 mole x 0.0821 liter atm/deg mole X 295 deg
= " 7.35liter — (0.193 mole) x (0.1344 liter/mole)
17.38 liter? atm/mole? (0.193 mole)?
N (7.35 liter)?
= 0.626 atm
 EXAMPLE 2-6|

Calculation of the van der Waals Constants
Calculate the pressure of 0.5 mole of CO, gas in a fire extinguisher
of 1-liter capacity at 27°C using the ideal gas equation and the van
der Waals equation. The van der Waals constants can be calculated
from the critical temperature 7. and the critical pressure P; (see the
section Liquefaction of Gases for definitions):

= 2R T and b= R
T 64P; ~ 8P,
The critical temperature and critical pressure of CO, are 31.0°C and
72.9 atm, respectively.
Using the ideal gas equation, we obtain
nRT 0.5 mole x 0.0821 liter atm/deg mole x 300.15 deg

P =
\%4 1 liter
= 12.32 atm

Using the van der Waals equation, we obtain

‘e 27 x (0.0821 liter atm/deg mole)? x (304.15 deg)’
o 64 X 72.9 atm
= 3.608 liter? atm/mole?

b— (0.0821 liter atm/deg mole) x 304.15 deg

8 X 72.9 atm
= 0.0428 liter/mole

nRT an?
V—_nb V2
_ (0.5 mole x 0.821 liter atm/deg mole) X 300.15 deg
- 1 liter — (0.5 mole x 0.0428821 liter/mole)
(3.608 liter? atm/mole?) x 0.5 mole?
B (1 liter)?

P =

= 11.69 atm

Although it is beyond the scope of this text, it should
be mentioned that to account for nonideality, the concept
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of fugacity was introduced by Lewis® In general chem-
istry, the student learns about the concept of chemical poten-
tial. At equilibrium in an ideal homogeneous closed system,
intermolecular interactions are considered to be nonexistent.
However, in real gaseous states and in multiple-component
systems, intermolecular interactions occur. Without going
into great detail, one can say that these interactions can influ-
ence the chemical potential and cause deviations from the
ideal state. These deviations reflect the activities of the com-
ponent(s) within the system. Simply put, fugacity is a mea-
surement of theactivity associated with nonideal interactions.
For further details pertaining to fugacity and its effects on
gases, the student is directed to any introductory physical
chemistry text.

THE LIQUID STATE

Liquefaction of Gases

When a gas is cooled, it loses some of its kinetic energy in
theform of heat, and the vel ocity of the molecul es decreases.
If pressure is applied to the gas, the molecules are brought
within the sphere of the van der Waal s interaction forces and
passinto the liquid state. Because of theseforces, liquids are
considerably denser than gases and occupy adefinite volume.
The transitions from agas to aliquid and from aliquid to a
solid depend not only on the temperature but also on the
pressure to which the substance is subjected.

If the temperature is elevated sufficiently, a value is
reached above which it is impossible to liquefy a gas irre-
spective of the pressure applied. This temperature, above
which a liquid can no longer exist, is known as the criti-
cal temperature. The pressure required to liquefy a gas at
its critical temperature is the critical pressure, which is aso
the highest vapor pressure that the liquid can have. The fur-
ther a gas is cooled below its critical temperature, the less
pressure is required to liquefy it. Based on this principle, all
known gases have been liquefied. Supercritical fluids, where
excessive temperature and pressure are applied, do exist as
a separate/intermediate phase and will be discussed briefly
later in this chapter.

The critical temperature of water is 374°C, or 647 K, and
its critical pressure is 218 atm, whereas the corresponding
values for helium are 5.2 K and 2.26 atm. The critical tem-
perature serves as a rough measure of the attractive forces
between molecules because at temperatures above the criti-
cal vaue, the molecules possess sufficient kinetic energy so
that no amount of pressure can bring them within the range of
attractive forces that cause the atoms or molecules to “stick”
together. The high critical values for water result from the
strong dipolar forces between the molecules and particularly
the hydrogen bonding that exists. Conversely, only the weak
London force attracts helium molecules, and, consequently,
thiselement must be cooled to the extremely low temperature
of 5.2 K before it can be liquefied. Above this critical tem-
perature, helium remains a gas no matter what the pressure.

Methods of Achieving Liquefaction

One of the most obvious waysto liquefy agasisto subject it
tointense cold by the use of freezing mixtures. Other methods
depend on the cooling effect produced in agas asit expands.
Thus, suppose we allow an ideal gas to expand so rapidly
that no heat enters the system. Such an expansion, termed
an adiabatic expansion, can be achieved by carrying out the
processin aDewar, or vacuum, flask, which effectively insu-
lates the contents of the flask from the external environment.
Thework doneto bring about expansion therefore must come
from the gasitself at the expense of its own heat energy con-
tent (collision frequency). As aresult, the temperature of the
gasfalls. If this procedureis repeated a sufficient number of
times, thetotal drop in temperature may be sufficient to cause
liquefaction of the gas.

A cooling effect is also observed when a highly com-
pressed nonideal gas expands into a region of low pressure.
In this case, the drop in temperature results from the energy
expended in overcoming the cohesive forces of attraction
between the molecules. This cooling effect is known as the
Joule—Thomson effect and differs from the cooling produced
in adiabatic expansion, in which the gas does external work.
To bring about liquefaction by the Joule-Thomson effect, it
may be necessary to precool the gas before allowing it to
expand. Liquid oxygen and liquid air are obtained by meth-
ods based on this effect.

Aerosols

Gases can beliquefied under high pressuresin aclosed cham-
ber as long as the chamber is maintained below the critical
temperature. When the pressure is reduced, the molecules
expand and theliquid revertsto agas. Thisreversible change
of state is the basic principle involved in the preparation of
pharmaceutical aerosols. In such products, adrugisdissolved
or suspended in a propellant, a material that is liquid under
the pressure conditions existing inside the container but that
forms a gas under normal atmospheric conditions. The con-
tainer is so designed that, by depressing avalve, some of the
drug—propellant mixtureis expelled owing to the excess pres-
sure inside the container. If the drug isnonvolatile, it formsa
fine spray asit leaves the valve orifice; at the same time, the
liquid propellant vaporizes off.

Chlorofluorocarbons and hydrofluorocarbons have tradi-
tionally been utilized as propel lantsin these products because
of their physicochemical properties. However, in the face
of increasing environmental concerns (o0zone depletion) and
legislation like the Clean Air Act, the use of chlorofluorocar-
bonsand hydrofluorocarbonsistightly regulated. Thishasled
researchers to identify additional propellants, which has led
to the increased use of other gases such as nitrogen and car-
bon dioxide. However, considerable effort is being focused
on finding better propellant systems. By varying the propor-
tions of the various propellants, it is possibleto produce pres-
sures within the container ranging from 1 to 6 atm at room
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temperature. Alternate fluorocarbon propellants that do
not deplete the ozone layer of the atmosphere are under
investigation.®

The containers are filled either by cooling the propellant
and drug to a low temperature within the container, which
is then sealed with the valve, or by sealing the drug in the
container at room temperature and then forcing the required
amount of propellant into the container under pressure. In
both cases, when the product is at room temperature, part of
the propellant is in the gaseous state and exerts the pressure
necessary to extrude the drug, whereas the remainder is in
theliquid state and provides a solution or suspension vehicle
for the drug.

The formulation of pharmaceuticals as aerosolsis contin-
ually increasing because the method frequently offersdistinct
advantages over some of the more conventional methods of
formulation. Thus, antiseptic materials can be sprayed onto
abraded skin with a minimum of discomfort to the patient.
One product, ethyl chloride, cools sufficiently on expansion
so that when sprayed on the skin, it freezesthetissue and pro-
duces alocal anesthesia. This procedure is sometimes used
in minor surgical operations.

Moresignificant istheincreased efficiency often observed
and the facility with which medication can be introduced
into body cavities and passages. These and other aspects
of aerosols have been considered by various researchers.”8
Byron and Clark® studied drug absorption from inhalation
aerosols and provided arather complete analysis of the prob-
lem. The United States Pharmacopeia (USP)® includes a
discussion of metered-dose inhalation products and provides
standards and test procedures (USP).

The identification of biotechnology-derived products has
also dramatically increased the utilization of aerosolized for-
mulations.’° Proteins, DNA, oligopeptides, and nucleotides
all demonstrate poor oral bioavailability duetotheharsh envi-
ronment of the gastrointestinal tract and their relatively large
size and rapid metabolism. The pulmonary and nasal routes
of administration enable higher rates of passageinto systemic
circulation than does oral administration.! It isimportant to
point out that aerosol products are formulated under high
pressure and stress limits. The physical stability of complex
biomolecules may be adversely affected under these con-
ditions (recall that pressure and temperature may influence
the attractive and repulsive inter- and intramolecular forces
present).

Vapor Pressure of Liquids

Tranglational energy of motion (kinetic energy) is not dis-
tributed evenly among mol ecul es; some of themol eculeshave
more energy and hence higher velocities than others at any
moment. When aliquid isplaced in an evacuated container at
a constant temperature, the molecules with the highest ener-
giesbreak away fromthesurfaceof theliquid and passintothe
gaseous state, and some of the mol ecul es subsequently return
to the liquid state, or condense. When the rate of condensa-
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Fig. 2-5. The variation of the vapor pressure of some liquids with
temperature.

tion equals the rate of vaporization at a definite temperature,
the vapor becomes saturated and a dynamic equilibrium is
established. The pressure of the saturated vapor* above the
liquid is then known as the equilibrium vapor pressure. If
a manometer is fitted to an evacuated vessel containing the
liquid, it is possible to obtain a record of the vapor pressure
in millimeters of mercury. The presence of agas, such asair,
abovetheliquid decreasestherate of evaporation, but it does
not affect the equilibrium pressure of the vapor.

As the temperature of the liquid is elevated, more
molecules approach the velocity necessary for escape and
pass into the gaseous state. As a result, the vapor pressure
increases with rising temperature, as shown in Figure 2-5.
Any point on one of the curves represents a condition in
which the liquid and the vapor exist together in equilibrium.
As observed in the diagram, if the temperature of any of the
liquidsisincreased while the pressure is held constant, or if
the pressure is decreased while the temperature is held con-
stant, al the liquid will pass into the vapor state.

Clausius—Clapeyron Equation:
Heat of Vaporization

The relationship between the vapor pressure and the
absolute temperature of a liquid is expressed by the

*A gas is known as a vapor below its critical temperature. A less rigor-
ous definition of a vapor is a substance that is a liquid or a solid at room
temperature and passes into the gaseous state when heated to a sufficiently
high temperature. A gas is a substance that exists in the gaseous state even
at room temperature. Menthol and ethanol are vapors at sufficiently high
temperatures; oxygen and carbon dioxide are gases.
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Clausius—Clapeyron equation (the Clapeyron and the
Clausius-Clapeyron eguations are derived in Chapter 3):

log P2 _ AHy(T2 —Ty)
P1 2.303RT,T>
where p; and p, are the vapor pressures at absol ute temper-
atures T; and T, and AH, isthe molar heat of vaporization,
that is, the heat absorbed by 1 mole of liquid when it passes
into the vapor state. Heats of vaporization vary somewhat
with temperature. For example, the heat of vaporization of
water is 539 cal/g at 100°C; it is 478 cal/g at 180°C, and at
the critical temperature, where no distinction can be made
between liquid and gas, the heat of vaporization becomes
zero. Hence, the AH, of equation (2-15) should be recog-
nized as an average value, and the equation should be consid-
ered strictly valid only over anarrow temperature range. The
equation contains additional approximations, for it assumes
that the vapor behaves as an ideal gas and that the molar
volume of the liquid is negligible with respect to that of the
vapor. These are important approximations in light of the
nonideality of rea solutions.

EXAMPLE 2—7

Application of the Clausius—-Clapeyron Equation

(2-15)

Compute the vapor pressure of water at 120°C. The vapor pressure
p1 of water at 100°C is 1 atm, and AH, may be taken as 9720 cal/
mole for this temperature range. Thus,

P2 9720 x (393 — 373)
%810 T 2.303 x 1.987 x 393 x 373

p2 = 1.95 atm

1

The Clausius—Clapeyron equation can be written in a more general
form,

AH, 1
logp = — 2303RT + constant (2-16)
or in natural logarithms,
AH, 1
Inp=— R v T -+ constant (2-17)

from which it is observed that a plot of the logarithm of the vapor
pressure against the reciprocal of the absolute temperature results
in a straight line, enabling one to compute the heat of vaporization
of the liquid from the slope of the line.

Boiling Point

If aliquid is placed in an open container and heated until the
vapor pressure equals the atmospheric pressure, the vapor
will form bubbles that rise rapidly through the liquid and
escape into the gaseous state. The temperature at which the
vapor pressureof theliquid equal stheexternal or atmospheric
pressure is known as the boiling point. All the absorbed heat
is used to change the liquid to vapor, and the temperature
does not rise until the liquid is completely vaporized. The
atmospheric pressure at sea level is approximately 760 mm
Hg; at higher elevations, the atmospheric pressure decreases
and the boiling point is lowered. At a pressure of 700 mm
Hg, water boils at 97.7°C; at 17.5 mm Hg, it boils at 20°C.

The change in boiling point with pressure can be computed
by using the Clausius—Clapeyron equation.

The heat that is absorbed when water vaporizes at the
normal boiling point (i.e., the heat of vaporization at 100°C)
is 539 cal/g or about 9720 cal/mole. For benzene, the heat
of vaporization is 91.4 cal/g at the normal boiling point of
80.2°C. These quantities of heat, known as latent heats of
vaporization, are taken up when the liquids vaporize and are
liberated when the vapors condense to liquids.

The boiling point may be considered the temperature at
which thermal agitation can overcome the attractive forces
between the molecules of a liquid. Therefore, the boiling
point of a compound, like the heat of vaporization and the
vapor pressure at a definite temperature, provides a rough
indication of the magnitude of the attractive forces.

The boiling points of normal hydrocarbons, simple alco-
hols, and carboxylic acids increase with molecular weight
because the attractive van der Waals forces become greater
with increasing numbers of atoms. Branching of the chain
produces a less compact molecule with reduced intermolec-
ular attraction, and a decrease in the boiling point results. In
general, however, the acohols boil at a much higher tem-
perature than saturated hydrocarbons of the same molecu-
lar weight because of association of the alcohol molecules
through hydrogen bonding. The boiling points of carboxylic
acids are more abnormal still because the acids form dimers
through hydrogen bonding that can persist even in the vapor
state. The boiling points of straight-chain primary alcohols
and carboxylic acids increase about 18°C for each additional
methylenegroup. Therough parallel between theintermol ec-
ular forces and the boiling points or latent heats of vapor-
ization isillustrated in Table 2—4. Nonpolar substances, the
molecules of which are held together predominantly by the
Londonforce, havelow boiling pointsand |ow heats of vapor-
ization. Polar molecules, particularly those such as ethyl
alcohol and water, which are associated through hydrogen
bonds, exhibit high boiling points and high heats of vapo-
rization.

NORMAL BOILING POINTS AND HEATS
OF VAPORIZATION
Latent Heat of

Compound Boiling Point (°C) Vaporization (cal/g)
Helium —268.9 6
Nitrogen -195.8 47.6
Propane —42.2 102
Methyl chloride —24.2 102
Isobutane -10.2 88
Butane 0.4 92

Ethyl ether 34.6 90
Carbon disulfide 46.3 85

Ethyl acohol 78.3 204
Water 100.0 539
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SOLIDS AND THE CRYSTALLINE STATE

Crystalline Solids

The structural units of crystalline solids, such asice, sodium
chloride, and menthol, are arranged in fixed geometric pat-
terns or lattices. Crystalline solids, unlike liquids and gases,
have definite shapes and an orderly arrangement of units.
Gases are easily compressed, whereas solids, like liquids,
are practically incompressible. Crystalline solids show defi-
nite melting points, passing rather sharply from the solid to
the liquid state. Crystallization, as is sometimes taught in
organic chemistry laboratory courses, occurs by precipita-
tion of the compound out of solution and into an ordered
array. Note that there are several important variables here,
including the solvent(s) used, the temperature, the pressure,
the crystalline array pattern, salts (if crystallization is occur-
ring through the formation of insoluble salt complexes that
precipitate), and so on, that influence the rate and stability
of the crystal (seethe section Polymorphism) formation. The
various crystal forms are divided into six distinct crystal sys-
tems based on symmetry. They are, together with examples
of each, cubic (sodium chloride), tetragonal (urea), hexago-
nal (iodoform), rhombic (iodine), monoclinic (sucrose), and
triclinic (boric acid). The morphology of a crystalline form
is often referred to as its habit, where the crystal habit is
defined as having the same structure but different outward
appearance (or alternately, the collection of faces and their
arearatios comprising the crystal).

Theunitsthat constitutethe crystal structure can beatoms,
molecules, or ions. The sodium chloride crystal, shown in
Figure 2-6, consists of a cubic lattice of sodium ions inter-
penetrated by alattice of chloride ions, the binding force of
the crystal being the el ectrostatic attraction of the oppositely
charged ions. In diamond and graphite, the lattice units con-
sist of atoms held together by covalent bonds. Solid carbon
dioxide, hydrogen chloride, and naphthalene form crystals
composed of molecules asthe building units. In organic com-
pounds, the molecules are held together by van der Waals
forces, Coulombic forces, and hydrogen bonding, which
account for theweak binding and for thelow melting points of
these crystals. Aliphatic hydrocarbons crystallize with their
chains lying in a parallel arrangement, whereas fatty acids
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Fig. 2-6. The crystal lattice of sodium chloride.

crystalize in layers of dimers with the chains lying parallel
or tilted at an angle with respect to the base plane. Whereas
ionic and atomic crystals in general are hard and brittle and
have high melting points, molecular crystalsare soft and have
relatively low melting points.

Metallic crystals are composed of positively charged ions
in a field of freely moving electrons, sometimes called
the electron gas. Metals are good conductors of electricity
because of the free movement of the electrons in the lat-
tice. Metals may be soft or hard and have low or high melt-
ing points. The hardness and strength of metals depend in
part on the kind of imperfections, or lattice defects, in the
crystals.

Polymorphism

Some elemental substances, such as carbon and sulfur, may
exist in more than one crystalline form and are said to be
allotropic, which is a special case of polymorphism. Poly-
morphs have different stabilitiesand may spontaneously con-
vert from the metastable form at a temperature to the stable
form. They also exhibit different melting points, x-ray crystal
and diffraction patterns(seelater discussion), and solubilities,
even though they are chemically identical. The differences
may not alwaysbegreat or evenlargeenoughto“see” by ana
lytical methods but may sometimes be substantial. Solubility
and melting points are very important in pharmaceutical pro-
cesses, including dissolution and formulation, explaining the
primary reason we are interested in polymorphs. The forma-
tion of polymorphs of acompound may depend upon several
variables pertaining to the crystallization process, including
solvent differences (the packing of acrystal might bedifferent
from apolar versus a nonpolar solvent); impurities that may
favor a metastable polymorph because of specific inhibition
of growth patterns; the level of supersaturation from which
the material is crystallized (generally the higher the concen-
tration above the solubility, the more chance a metastable
form is seen); the temperature at which the crystallization is
carried out; geometry of thecoval ent bonds (arethemolecules
rigidand planar or freeand flexible?); attraction and repulsion
of cations and anions (later you will see how x-ray crystal-
lography is used to define an electron density map of a com-
pound); fit of cations into coordinates that are energetically
favorable in the crystal lattice; temperature; and pressure.

Perhaps the most common example of polymorphism is
the contrast between a diamond and graphite, both of which
arecomposed of crystallinecarbon. Inthiscase, high pressure
and temperature lead to the formation of adiamond from ele-
mental carbon. When contrasting an engagement ring with a
pencil, itisquite apparent that adiamond hasadistinct crystal
habit from that of graphite. It should be noted that a diamond
isalessstable (metastable) crystallineform of carbon thanis
graphite. Actually, theimperfectionsin diamonds continueto
occur with time and represent the diamond converting, very
slowly at the low ambient temperature and pressure, into the
more stable graphite polymorph.
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Nearly al long-chain organic compounds exhibit poly-
morphism. In fatty acids, this results from different types
of attachment between the carboxyl groups of adjacent
molecules, whichin turn modify the angle of tilt of the chains
in the crystal. The triglyceride tristearin proceeds from the
low-melting metastablea pha(«) formthroughthebetaprime
(B) formand finally to the stable beta (8) form, having ahigh
melting point. The transition cannot occur in the opposite
direction.

Theobromaoail, or cacao butter, isapolymorphous natural
fat. Becauseit consistsmainly of asingleglyceride, it meltsto
alarge degreeover anarrow temperaturerange (34°C-36°C).
Theobroma ail is capable of existing in four polymorphic
forms: the unstable gamma form, melting at 18°C; the apha
form, melting at 22°C; the beta prime form, melting at 28°C;
and the stable beta form, melting at 34.5°C. Riegelman'?
pointed out the relationship between polymorphism and the
preparation of cacao butter suppositories. If theobromaoil is
heated to the point at which it is completely liquefied (about
35°C), thenuclei of the stable beta crystals are destroyed and
the mass does not crystallize until it is supercooled to about
15°C. Thecrystalsthat form arethemetastable gamma, a pha,
and beta prime forms, and the suppositories melt at 23°C to
24°C or at ordinary room temperature. The proper method
of preparation involves melting cacao butter at the lowest
possible temperature, about 33°C. The mass is sufficiently
fluid to pour, yet the crystal nuclei of the stable beta form
are not lost. When the mass is chilled in the mold, a stable
suppository, consisting of betacrystalsand melting at 34.5°C,
is produced.

Polymorphism has achieved significance in last decade
because different polymorphsexhibit different solubilities. In
the case of dightly soluble drugs, this may affect the rate of
dissolution. As aresult, one polymorph may be more active
therapeutically than another polymorph of the same drug.
Aguiar et al '3 showed that the polymorphic state of chloram-
phenicol palmitate has a significant influence on the biologic
availability of the drug. Khalil et al.** reported that form |1
of sulfameter, an antibacterial agent, was more active orally
in humans than form 111, although marketed pharmaceutical
preparations were found to contain mainly form I11. Another
caseisthat of the AIDS drug ritonavir, which was marketed
in adissolved formulation until a previously unknown, more
stable and less soluble polymorph appeared. This resulted in
avoluntary recall and reformulation of the product before it
could be reintroduced to the market.

Polymorphism can al so be afactor in suspension technol-
ogy. Cortisone acetate exists in at least five different forms,
four of whichareunstablein the presence of water and change
to a stable form.'® Because this transformation is usually
accompanied by appreciable caking of the crystals, these
should al bein the form of the stable polymorph before the
suspension is prepared. Heating, grinding under water, and
suspension in water are all factorsthat affect theinterconver-
sion of the different cortisone acetate forms.6

(b)

Fig. 2-7. (a) Structure and numbering of spiperone. (b) Molecular
conformation of two polymorphs, | and Il, of spiperone. (Modified
from J. W. Moncrief and W. H. Jones, Elements of Physical Chem-
istry, Addison-Wesley, Reading, Mass., 1977, p. 93;R. Chang, Physical
Chemistry with Applications to Biological Systems, 2nd Ed., Macmil-
lan, New York, 1977, p. 162.) (From M. Azibi, M. Draguet-Brughmans,
R.Bouche, B. Tinant, G. Germain, J. P. Declercg, and M. Van Meerss-
che, J. Pharm. Sci. 72, 232, 1983. With permission.)

Although crystal structuredetermination hasbecomequite
routine with the advent of fast, high-resolution diffractome-
ter systems as well as software allowing solution from pow-
der x-ray diffraction data, it can be challenging to deter-
mine the crystal structure of highly unstable polymorphs of
adrug. Azibi et a.'” studied two polymorphs of spiperone,
a potent antipsychotic agent used mainly in the treatment of
schizophrenia. The chemical structure of spiperoneis shown
in Figure 2—7a and the molecular conformations of the two
polymorphs, | and I1, are shown in Figure 2-7b. The differ-
ence between the two polymorphsisin the positioning of the
atoms in the side chains, as seen in Figure 2-7b, together
with the manner in which each molecule binds to neighbor-
ing spiperone molecules in the crystal. The results of the
investigation showed that the crystal of polymorph Il ismade
up of dimers (moleculesin pairs), whereas polymorph crys-
tal | is constructed of nondimerized molecules of spiperone.
In alater study, Azibi et al.*® examined the polymorphism
of a number of drugs to ascertain what properties cause a
compound to exist in more than one crystalline form. Dif-
ferences in intermolecular van der Waals forces and hydro-
gen bonds were found to produce different crystal structures
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Fig. 2-8. Haloperidol.

in antipsychotic compounds such as haloperidol (Fig. 2—-8)
and bromperidol. Variability in hydrogen bonding also con-
tributes to polymorphism in the sulfonamides.*®

Goldberg and Becker? studied the crystalline forms of
tamoxifen citrate, an antiestrogenic and antineoplastic drug
used in the treatment of breast cancer and postmenopausal
symptoms. The structural formula of tamoxifen is shown in
Figure 2-9. Of thetwo formsfound, the packing in the stable
polymorph, referred to as form B, is dominated by hydro-
gen bonding. One carboxyl group of the citric acid moi-
ety donates its proton to the nitrogen atom on an adjacent
tamoxifen molecul eto bring about the hydrogen-bonding net-
work responsible for the stabilization of form B. The other
polymorph, known as form A, is a metastable polymorph
of tamoxifen citrate, its molecular structure being less orga-
nized than that of the stable B form. An ethanolic suspension
of polymorph A spontaneously rearrangesinto polymorph B.

Lowes et a.?! performed physical, chemical, and x-ray
studieson carbamazepine. Carbamazepineisusedinthetreat-
ment of epilepsy and trigeminal neuralgia (severe pain in
the face, lips, and tongue). The 8 polymorph of the drug
can be crystallized from solvents of high dielectric con-
stant, such as the aliphatic acohols. The « polymorph is
crystallized from solvents of low dielectric constant, such
as carbon tetrachloride and cyclohexane. A rather thorough
study of the two polymorphic forms of carbamazepine was
made using infrared spectroscopy, thermogravimetric analy-
sis (TGA), hot-stage microscopy, dissolution rate, and x-ray
powder diffraction. The hydrogen-bonded structure of the «
polymorph of carbamazepine is shown in Figure 2-10a and
its molecular formulain Figure 2-10b.

Estrogens are essential hormones for the development of
female sex characteristics. When the potent synthetic estro-
gen ethynylestradiol iscrystallized from the sol vents acetoni-
trile, methanol, and chloroform saturated with water, four dif-
ferent crystalline solvates are formed. Ethynylestradiol had
been reported to exist in several polymorphic forms. How-
ever, Ishida et al.?? showed from thermal analysis, infrared
spectroscopy, and x-ray studies that these forms are crystals
containing solvent molecules and thus should be classified

(CHz)2N(CH2)20 Q @ (|)H2002H

c=cC * HO—C—CO.H
|

&

Fig. 2-9. Tamoxifen citrate.
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Fig. 2-10. (a) Two molecules of the polymorph «-carbamazepine
joined together by hydrogen bonds. (From M. M. J. Lowes, M. R.
Caira, A. P. Lotter, and J. G. Van Der Watt, J. Pharm. Sci. 76, 744, 1987.
With permission.) (b) Carbamazepine.

as solvates rather than as polymorphs. Solvates are some-
times called pseudopolymorphs. Of course, solvates may
also exhibit polymorphism as long as one compares “like”
solvation-state crystal structures.?® Other related estradiol
compounds may exist in true polymeric forms.

Behme et al.?* reviewed the principles of polymorphism
with emphasis on the changes that the polymorphic forms
may undergo. When the change from one form to another
isreversible, it is said to be enantiotropic. When the transi-
tion takes place in one direction only—for example, from
a metastable to a stable form—the change is said to be
monotropic. Enantiotropism and monotropism are important
properties of polymorphs as described by Behme et al.?*

The transition temperature in polymorphism is important
because it helps characterize the system and determine the
more stable form at temperatures of interest. At their tran-
sition temperatures, polymorphs have the same free energy
(i.e., the forms are in equilibrium with each other), iden-
tical solubilities in a particular solvent, and identical vapor
pressures. Accordingly, plots of logarithmic solubility of two
polymorphic formsagainst 1/T providethe transition temper-
ature at the intersection of the extrapolated curves. Often, the
plotsare nonlinear and cannot be extrapol ated with accuracy.
For dilute solutions, in which Henry’s law applies, the loga-
rithm of the solubility ratiosof two polymorphscan be plotted
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against /T, and theintersection at aratio equal to unity gives
the transition temperature.?® This temperature can aso be
obtained from the phase diagram of pressure versustempera-
ture and by using differential scanning calorimetry (DSC).28

Solvates

Because many pharmaceutical solids are often synthesized
by standard organic chemical methods, purified, and then
crystallized out of different solvents, residual solvents can
be trapped in the crystalline lattice. This creates a cocrystal,
as described previoudly, termed a solvate. The presence of
the residual solvent may dramatically affect the crystalline
structure of the solid depending on thetypesof intermolecular
interactions that the solvent may have with the crystalline
solid. In the following sections we highlight the influence of
solvates and how they can be detected using standard solid
characterization analyses.

Biles”” and Haleblian and McCrone?® discussed in some
detail thesignificanceof polymorphismand solvationin phar-
maceutical practice.

Amorphous Solids

Amorphous solids as a first approximation may be consid-
ered supercool ed liquidsin which the moleculesare arranged
in a somewhat random manner as in the liquid state. Sub-
stances such as glass, pitch, and many synthetic plastics are
amorphous solids. They differ from crystalline solidsin that
they tend to flow when subjected to sufficient pressure over a
period of time, and they do not have definite melting points.
In the Rheology chapter, a solid is characterized as any sub-
stance that must be subjected to a definite shearing force
beforeit fractures or beginsto flow. Thisforce, below which
the body showselastic properties, isknown astheyield value.

Amorphous substances, aswell as cubic crystals, are usu-
ally isotropic, that is, they exhibit similar propertiesin al
directions. Crystals other than cubic are anisotropic, show-
ing different characteristics (electric conductance, refractive
index, crystal growth, rate of solubility) in various directions
along the crystal.

Itisnot alwayspossibleto determineby casual observation
whether a substance is crystalline or amorphous. Beeswax
and paraffin, although they appear to be amorphous, assume
crystalline arrangements when heated and then allowed to
cool slowly. Petrolatum contains both crystalline and amor-
phousconstituents. Someamorphousmaterials, such asglass,
may crystallize after long standing.

Whether a drug is amorphous or crystalline has been
shown to affect its therapeutic activity. Thus, the crystalline
form of the antibiotic novobiocin acid is poorly absorbed
and has no activity, whereas the amorphous form is read-
ily absorbed and therapeutically active.?® This is due to the
differences in the rate of dissolution. Once dissolved, the
molecules exhibit no memory of their origin.

X-Ray Diffraction

X-rays are a form of electromagnetic radiation (Chapter 4)
having a wavelength on the order of interatomic distances
(about 1.54 A for most laboratory instruments using Cu
Ka radiation; the C—C bond is about 1.5 A). X-rays are
diffracted by the electrons surrounding the individual atoms
inthe molecules of the crystals. Theregular array of atomsin
the crystal (periodicity) causes certain directionsto construc-
tively interfere in some directions and destructively interfere
in others, just as water waves interfere when you drop two
stones at the same time into still water (due to the similar-
ity of the wavelengths to the distance between the atoms or
molecules of crystals mentioned). The x-ray diffraction pat-
tern on modern instruments is detected on a sensitive plate
arranged behind the crystal and is a*“shadow” of the crystal
lattice that produced it. Using computational methods, it is
possible to determine the conformation of the molecules as
well astheir relationship to othersinthestructure. Thisresults
in a full description of the structure including the smallest
building block, called the unit cell.

The electron density and, accordingly, the position of the
atomsin complex structures, such aspenicillin, may be deter-
mined from acomprehensive mathematical study of thex-ray
diffraction pattern. The electron density map of crystalline
potassium benzylpenicillinisshownin Figure 2—-11. Theelu-
cidation of this structure by x-ray crystallography paved the
way for the later synthesis of penicillin by organic chemists.
Aspects of x-ray crystallography of pharmaceutical interest
are reviewed by Biles® and Lien and Kennon.®!

Where “single” crystals are unavailable or unsuitable for
analysis, apowder of the substance may beinvestigated. The
powder x-ray diffraction pattern may bethought of asafinger-
print of the single-crystal structure. Comparing the position
and intensity of the lines (the same constructive interference
discussed previously) on such a pattern with corresponding
lines on the pattern of aknown sample allows one to conduct
a qualitative and a quantitative analysis. It is important to
note that two polymorphs will provide two distinct powder
x-ray diffraction patterns. The presence of asolvate will also
influence the powder x-ray diffraction pattern because the
solvate will have its own unique crystal structure. This may
lead to a single polymorphic form appearing as changeable
or two distinct polymorphs. One way to determine whether
the presence of achangein apowder x-ray diffraction pattern
is due to a solvate or is a separate polymorph is to measure
the powder x-ray diffraction patternsat varioustemperatures.
Because solvents tend to be driven out of the structure below
the melting point, measuring the powder x-ray diffraction
patterns at several temperatures may eliminate the solvent
and reveal an unsolvated form. Lack of a change in the pow-
der x-ray diffraction patternsat the different temperaturesisa
strong indication that theformisnot really solvated, or minor
changes may indicate a structure that maintains its packing
motif without the solvent preset (see Fig. 2-12 for spirapril).
This can be confirmed by other methods as described later.
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(b)

Fig. 2-11. (a) Electron density map of potassium benzylpenicillin. (Modified from G. L. Pitt, Acta
Crystallogr. 5, 770, 1952.) (b) A model of the structure that can be built from analysis of the elec-

tron density projection.

Melting Point and Heat of Fusion

The temperature at which a liquid passes into the solid state
isknown as the freezing point. It is also the melting point of
a pure crystalline compound. The freezing point or melt-
ing point of a pure crystaline solid is strictly defined as
the temperature at which the pure liquid and solid exist in
equilibrium. In practice, it is taken as the temperature of the
equilibrium mixture at an external pressure of 1 atm; thisis
sometimes known as the normal freezing or melting point.
The student is reminded that different intermolecular forces
areinvolved in holding the crystalline solid together and that
the addition of heat to melt the crystal isactually the addition
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Fig.2-12. Powder x-ray diffraction patterns for spirapril hydrochlo-
ride. The monohydrate (top) and the sample dehydrated at 75°C
for 106 and 228 hr (middle and bottom, respectively) demonstrat-
ing that the structural motif is essentially unchanged in the “dehy-
drated hydrate.” (From W. Xu, Investigation of Solid State Stability
of Selected Bioactive Compounds, unpublished dissertation, Purdue
University, Purdue, Ind., 1997. With permission.)

)
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of energy. Recall that in aliquid, molecular motion occurs at
amuch greater rate than in a solid.

The heat (energy) absorbed when 1 g of a solid melts
or the heat liberated when it freezes is known as the latent
heat of fusion, and for water at 0°C it isabout 80 cal/g (1436
cal/mole). The heat added during the melting process doesnot
bring about a change in temperature until all of the solid has
disappeared because this heat is converted into the potential
energy of the molecul esthat have escaped from the solid into
the liquid state. The norma melting points of some com-
pounds are collected in Table 2-5 together with the molar
heats of fusion.

Changes of the freezing or melting point with pressure
can be obtained by using aform of the Clapeyron equation,
written as

AT _Vi—Vs

AP~ AH (2-18)

NORMAL MELTING POINTS AND MOLAR HEATS OF
FUSION OF SOME COMPOUNDS

Melting Point Molar Heat of Fusion,
Substance (K) AHgs (cal/mole)
H,O 273.15 1440
H,S 187.61 568
NH3 195.3 1424
PH; 139.4 268
CH, 90.5 226
CzHs 0] 683
n-CsHg 85.5 842
CsHs 2785 2348
CioHs 353.2 4550
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whereV| and Vg arethemolar volumes of theliquid and solid,
respectively. Molar volume (volume in units of cm®/mole)
is computed by dividing the gram molecular weight by the
density of the compound. AHs is the molar heat of fusion,
that is, the amount of heat absorbed when 1 mole of the solid
changesinto 1 moleof liquid, and AT isthechange of melting
point brought about by a pressure change of AP.

Water is unusual in that it has a larger molar volume in
the solid state than in the liquid state (Vs > V) at the melt-
ing point. Therefore, AT/ AP is negative, signifying that the
melting point is lowered by an increase in pressure. This
phenomenon can be rationalized in terms of Le Chatelier’s
principle, which states that a system at equilibrium readjusts
so as to reduce the effect of an external stress. Accordingly,
if a pressure is applied to ice at 0°C, it will be transformed
into liquid water, that is, into the state of lower volume, and
the freezing point will be lowered.

EXAMPLE 2-8

Demonstration of Le Chatelier’s Principle

What is the effect of an increase of pressure of 1 atm on the freezing
point of water (melting point of ice)?

At0°C,T=273.16 K, A H; =2 1440 cal/mole, the molar volume of
water is 18.018, and the molar volume of ice is 19.651, or V| — Vs =
—1.633 cm®/mole. To obtain the result in deg/atm using equation
(2-18), we first convert AH; in cal/mole into units of ergs/mole by
multiplying by the factor 4.184 x 107 ergs/cal:

AH; = 6025 x 107 ergs/mole  or 6025 x 10° dyne cm/mole

Then multiplying equation (2-18) by the conversion factor (1.013 x
10° dynes/cm?)/atm (which is permissible because the numerator
and denominator of this factor are equivalent, so the factor equals
1) gives the result in the desired units:

AT 273.16 deg x (—1.633cm*/mole)
AP 6025 x 107 dynes cm/mole
% (1.013 x 10° dynes/cm?)/atm

AT
AP

—0.0075 deg/atm

Hence, an increase of pressure of 1 atm lowers the freez-
ing point of water by about 0.0075 deg, or an increase in
pressure of about 133 atm would be required to lower the
freezing point of water by 1 deg. (When the ice~water equi-
librium mixtureis saturated with air under atotal pressure of
1 atm, the temperature is lowered by an additional 0.0023
deg.) Pressure has only adlight effect on the equilibrium tem-
peratureof condensed systems (i.e., of liquidsand solids). The
large molar volume or low density of ice (0.9168 g/cm?® as
compared with 0.9988 g/cm? for water at 0°C) accounts for
thefact that theice floats on liquid water. Thelowering of the
melting point with increasing pressure is taken advantage of
in ice-skating. The pressure of the skate lowers the melting
point and thus causes the ice to melt below the skate. This
thin layer of liquid provides lubricating action and allows
the skate to glide over the hard surface. Of course, the fric-
tion of the skate also contributes greatly to the melting and
[ubricating action.

Pressure Effects on Freezing Points

According to Example 2-8, an increase of pressure of 1 atm reduces
the freezing (melting) point of ice by 0.0075 deg. To what tempe-
rature is the melting point reduced when a 90-1b boy skates across
the ice? The area of the skate blades in contact with the ice is
0.085 cm?.

In addition to the atmospheric pressure, which may be disre-
garded, the pressure of the skates on the ice is the mass (90 Ib =
40.8 kg) multiplied by the acceleration constant of gravity (981
cm/sec?) and divided by the area of the skate blades (0.085 cm?):

40,800 g x (981 cm/sec?)
0.085cm?
= 4.71 x 103dynes/cm?

Pressure =

Changing to atmospheres (1 atm = 1.01325 x 10° dynes/cm?)
yields a pressure of 464.7 atm. The change in volume AV from water
to ice is 0.018 — 0.01963 liter/mole, or —0.00163 liter/mole for the
transition from ice to liquid water.

Use equation (2-18) in the form of a derivative:

dT_TAV
dp =~ AH;

For a pressure change of 1 atm to 464.7 atm when the skates of
the 90-1b boy touch the ice, the melting temperature will drop from
273.15 K (0°C) to T, the final melting temperature of the ice under
the skate blades, which converts the ice to liquid water and facilitates
the lubrication. For such a problem, we must put the equation in the
form of an integral; that is, integrating between 273.15 K and T
caused by a pressure change under the skate blades from 1 atm to
(464.7 4+ 1) atm:

T 1 A 465.7 atm
/ Lar= 2V / dp
2 1

73.15K T AHt Jiam
—0.00163 liter/mole 24.2 cal
InT —In@273.15) = 1440 cal/mole 1 liter atm(P2 — P

In this integrated equation, 1440 cal/mole is the heat of fusion AHs
of water in the region of 0°C, and 24.2 cal/liter atm is a conversion
factor (see the front leaf of the book) for converting cal to liter atm.
We now have

InT = (—274 x 10~5/atm)(465.7 — 1 atm) + In(273.15)
T = 269.69K

The melting temperature has been reduced from 273.15 t0 269.69 K,
or areduction in melting point of 3.46 K by the pressure of the skates
on the ice.

A simpler way to do the ice-skating problem is to realize that the
small change in temperature, —3.46 K, occurs over a large pressure
change of about 465 atm. Therefore, we need not integrate but rather
may obtain the temperature change AT per unit atmosphere change,
AP, and multiply this value by the actual pressure, 464.7 atm. Of
course, the heat of fusion of water, 1440 cal/mole, must be multiplied
by the conversion factor, 1 liter atm/24.2 cal, to yield 59.504 liter atm.
We have

AT  TAV _ (273.15K)(0.0180 — 0.0196) liter/mole

AP AH 59.504 liter atm/mole
AT

For a pressure change of 464.7 atm, the decrease in temperature is
AT = —0.00734 K/atm X 464.7 atm
= —341K
as compared with the more accurate value, —3.46 K.
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Fig. 2-13. The melting points of alkanes and carboxylic acids as a
function of carbon chain length. (Modified from C. R. Noller, Chem-
istry of Organic Compounds, 2nd Ed., Saunders, Philadelphia, 1957,
pp. 40, 149.)

Melting Point and Intermolecular Forces

The heat of fusion may be considered as the heat required to
increase the interatomic or intermolecular distancesin crys-
tals, thus alowing melting (increased molecular motion) to
occur. A crystal that isbound together by weak forces gener-
ally hasalow heat of fusion and alow melting point, whereas
one bound together by strong forces has ahigh heat of fusion
and a high melting point.

Because polymorphic formsrepresent different molecular
arrangements leading to different crystalline forms of the
same compound, it is obvious that different intermolecular
forces will account for these different forms. Then consider
polymorph A, which is held together by higher attractive
forcesthan is polymorph B. It is obvious that more heat will
be required to break down the attractive forcesin polymorph
A, and thus its melting temperature will be higher than that
of polymorph B.

Paraffins crystallize as thin leaflets composed of zigzag
chains packed in a parallel arrangement. The melting points
of normal saturated hydrocarbons increase with molecu-
lar weight because the van der Waals forces between the
molecules of the crystal become greater with an increasing
number of carbon atoms. The melting points of the alkanes
with an even number of carbon atoms are higher than those
of the hydrocarbons with an odd number of carbon atoms,

C C C. C O----HO C C C. C
N N N NN N N

\OH""O/ 0]

/OH
C. /C C. /C\
\C \C/ \C \0-'~-H0

\C

C. C. C
P
s

an
Fig. 2-14. Configuration of fatty acid molecules in the crystalline

state. (Modified from A. E. Bailey, Melting and Solidification of Fats,
Interscience, New York, 1950, p. 120.)

as shown in Figure 2-13. This phenomenon presumably is
because alkanes with an odd number of carbon atoms are
packed in the crystal less efficiently.

The melting points of normal carboxylic acids also show
thisalternation, asseenin Figure 2-13. Thiscan beexplained
as follows. Fatty acids crystallize in molecular chains, one
segment of which is shown in Figure 2-14. The even-
numbered carbon acids are arranged in the crystal as seenin
the more symmetric structure |, whereas the odd-numbered
acids are arranged according to structure 1. The carboxyl
groupsarejoined at two pointsin the even-carbon compound,;
hence, thecrystal | atticeismorestableand themelting pointis
higher.

The melting points and solubilities of the xanthines
of pharmaceutical interest, determined by Guttman and
Higuchi,® further exemplify the relationship between melt-
ing point and molecular structure. Solubilities, like melting
points, are strongly influenced by intermolecular forces. This
is readily observed in Table 2-6, where the methylation of
theophylline to form caffeine and the lengthening of the side
chain from methy! (caffeine) to propyl inthe 7 position result
inadecrease of the melting point and anincreasein solubility.
These effects presumably are dueto aprogressive weakening
of intermolecular forces.

THE LIQUID CRYSTALLINE STATE

Three states of matter have been discussed thus far in this
chapter: gas, liquid, and solid. A fourth state of matter isthe

TABLE 2-6
MELTING POINTS AND SOLUBILITIES OF SOME XANTHINES*

Melting Point Solubility in Water at
Compound (°C Uncorrected) 30°C (mole/liter x 10?)
Theophylline (R = H) 270-274 45
Caffeine (R = CHs) 238 133
7-Ethyitheophylline (R = CH,CHj) 156-157 17.6
7-Propyltheophylline (R = CH,CH,CHj5 99-100 104.0

*From D. Guttman and T. Higuchi, J. Am. Pharm. Assoc. Sci. Ed. 46, 4, 1957.
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(a) Smectic mesophase =
j F[—’ Fig. 2-15. Liquid crystalline state. (a) Smectic struc-
(b) Nematic mesophase ture; (b) nematic structure.

liquid crystalline state or mesophase. Theterm liquid crystal
is an apparent contradiction, but it is useful in a descriptive
sense because materialsin this state are in many ways inter-
mediate between the liquid and solid states.

Structure of Liquid Crystals

As seen earlier, molecules in the liquid state are mobile in
three directions and can also rotate about three axes perpen-
dicular to one another. In the solid state, on the other hand,
the molecules are immobile, and rotations are not as readily
possible.

It is not unreasonable to suppose, therefore, that interme-
diate states of mobility and rotation should exist, as in fact
they do. It isthese intermediate states that constitute the lig-
uid crystalline phase, or mesophase, as the liquid crystalline
phaseis called.

The two main types of liquid crystals are termed smec-
tic (soaplike or greaselike) and nematic (threadlike). In the
smectic state, moleculesare mobilein two directionsand can
rotate about one axis (Fig. 2—15a). In the nematic state, the
molecules again rotate only about one axis but are mobile
in three dimensions (Fig. 2-15b). A third type of crys
tal (cholesteric) exists but can be considered as a special
case of the nematic type. In atherosclerosis, it is the incor-
poration of cholesterol and lipids in human subendothelial
macrophagesthat leadsto an insolubleliquid crystalline bio-
logic membrane™ that ultimately resultsin plaque formation.

The smectic mesophaseis probably of most pharmaceuti-
cal significance because it is this phase that usually formsin
ternary (or more complex) mixtures containing a surfactant,
water, and a weakly amphiphilic or nonpolar additive.

In general, molecules that form mesophases (a) are
organic, (b) are elongated and rectilinear in shape, (c) are
rigid, and (d) possess strong dipoles and easily polarizable
groups. The liquid crystalline state may result either from

the heating of solids (thermotropic liquid crystals) or from
the action of certain solventson solids (lyotropic liquid crys-
tals). The first recorded observation of a thermotropic lig-
uid crystal was made by Reinitzer in 1888 when he heated
cholesteryl benzoate. At 145°C, the solid formed a turbid
liquid (the thermotropic liquid crystal), which only became
clear, to give the conventional liquid state, at 179°C.

PROPERTIES AND SIGNIFICANCE
OF LIQUID CRYSTALS

Because of their intermediate nature, liquid crystals have
some of the properties of liquids and some of the proper-
ties of solids. For example, liquid crystals are mobile and
thus can be considered to have the flow properties of liquids.
At the same time they possess the property of being birefrin-
gent, aproperty associated with crystals. In birefringence, the
light passing through a material is divided into two compo-
nents with different velocities and hence different refractive
indices.

Some liquid crystals show consistent color changes with
temperature, and this characteristic hasresulted intheir being
used to detect areas of elevated temperature under the skin
that may be due to adisease process. Nematic liquid crystals
may be sensitive to electric fields, a property used to advan-
tage in developing display systems. The smectic mesophase
has application in the solubilization of water-insoluble mate-
rials. It also appearsthat liquid crystalline phases of thistype
are frequently present in emulsions and may be responsible
for enhanced physical stability owing to their highly viscous
nature.

The liquid crystalline state is widespread in nature, with
lipoidal forms found in nerves, brain tissue, and blood ves-
sels. Atherosclerosis may be related to the laying down of
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lipid in the liquid crystalline state on the walls of blood ves-
sels. The three components of bile (cholesterol, a bile acid
salt, and water), in the correct proportions, can form a smec-
tic mesophase, and this may be involved in the formation of
gallstones. Bogardus™ applied the principle of liquid crystal
formation to the solubilization and dissol ution of cholesteral,
the major constituent of gallstones. Cholesterol is converted
to aliquid crystalline phase in the presence of sodium oleate
and water, and the cholesterol rapidly dissolvesfrom the sur-
face of the gallstones.

Nonaqueous liquid crystals may be formed from tri-
ethanolamine and oleic acid with a series of polyethylene
glycols or various organic acids such as isopropyl myris-
tate, squalane, squalene, and naphthenic oil asthe solventsto
replace the water of aqueous mesomorphs. Triangular plots
or tertiary phase diagrams were used by Friberg et al.3%2P
to show the regions of the liquid crystalline phase when
either polar (polyethylene glycols) or nonpolar (squalene,
etc.) compounds were present as the solvent.

Ibrahim3 studied the release of salicylic acid as a model
drug from lyotropic liquid crystalline systems acrosslipoidal
barriers and into an agueous buffered solution.

Finaly, liquid crystals have structures that are believed to
besimilar tothosein cell membranes. Assuch, liquid crystals
may function as useful biophysical models for the structure
and functionality of cell membranes.

Friberg wrote a monograph on liquid crystals.®® For a
more detailed discussion of the liquid crystalline state, refer
to the review by Brown,3” which serves as a convenient entry
into the literature.

THE SUPERCRITICAL FLUID STATE

Supercritical fluids were first described more than 100 years
ago and can be formed by many different normal gases such
as carbon dioxide. Supercritical fluids have properties that
are intermediate between those of liquids and gases, hav-
ing better ability to permeate solid substances (gaslike) and
having high densities that can be regulated by pressure (lig-
uidlike). A supercritical fluid isamesophaseformed from the
gaseous state where the gas is held under a combination of
temperatures and pressures that exceed the critical point of a
substance (Fig. 2-16). Briefly, agasthat is brought above its
critical temperature T will still behave as a gas irrespective
of the applied pressure; the critical pressure (Pc) isthe mini-
mum pressure required toliquefy agasat agiventemperature.
As the pressure is raised higher, the density of the gas can
increase without a significant increase in the viscosity while
the ability of the supercritical fluid to dissolve compounds
also increases. A gasthat may have little to no ability to dis-
solve a compound under ambient conditions can completely
dissolve the compound under high pressure in the supercriti-
cal range. Figure 2-17 illustratesthisphenomenon with CO»,
where CO, held at the same temperature can dissolve differ-
ent chemical classes from anatural product source when the
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Fig.2-16. Phase diagram showingthe supercritical region of a com-
pressed gas. Key: CP = critical point. (Modified from Milton Roy, Co.,
Supercritical Fluid Extraction: Principles and Applications [Bulletin
37.020], Milton Roy Co., Ivydale, Pa.)

pressure isincreased.® It is also important to note that more
than one gasor even the addition of asolvent (termed acosol-
vent) such as water and/or ethanol can be made to increase
the ability of the supercritical fluid to dissolve compounds.

Supercritical fluid applications in the pharmaceutical sci-
ences were excellently reviewed by Kaiser et a.*° There
are several common uses for supercritical fluids includ-
ing extraction,*®*! crystallization,** and the preparation of
formulations (they are increasingly being used to prepare
polymer mixtures**~ and for the formation of micro- and
nanoparticles®). Supercritical fluids offer several advan-
tages over traditional methodologies: the potential for low-
temperature extractions and purification of compounds (con-
sider heat added for distillation procedures), solvent volatility
under ambient conditions, selectivity of the extracted com-
pounds (Fig. 2-17), and lower energy regquirement and lower
viscosity than solvents.38 Most important is the reduced toxi-
city of the gases and the reduced need for hazardous solvents
that require expensive disposal. For example, supercritical
CO;, can besimply disposed of by opening avalveand rel eas-
ing the CO, into the atmosphere.

One of the best examples of the use of supercritical
fluids is in the decaffeination of coffee.3%4" Traditionaly,
solvents|like methylene chloride have been used in the decaf -
feination process. This leads to great expense in the pur-
chase and disposal of the residual solvents and increases the
chance for toxicity. Supercritical CO, has now been utilized
for the decaffeination of coffee and tea. Interestingly, initial
supercritical CO; resulted in the removal of the caffeine and
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Fig. 2-17. The effect of pressure on the ability of supercritical fluids to selectively extract different
compounds. (Modified from Milton Roy Co., Supercritical Fluid Extraction: Principles and Applications

[Bulletin 37.020], Milton Roy Co., Ivyland, Pa.)

important flavor-adding compounds from coffee. Theloss of
the flavor-adding compounds resulted in a poor taste and an
unacceptable product. Additional studies demonstrated that
adding water to the supercritical CO, significantly reduced
the loss of the flavor. However, in this process a sample run
using coffee beans is performed through the system to sat-
urate the water with the flavor-enhancing compounds. The
supercritical CO, is passed over an extraction column upon
release of the pressure and the residual caffeine it carriesis
collected on the column. The sample run of beansisremoved
and disposed of, and then the first batch of marketable coffee
beans is passed through the system as the water is recircu-
lated. Several batches of decaffeinated coffee are prepared in
this manner before the water is discarded. The process leads
to approximately 97% of caffeine being removed from the
beans. This is an excellent example of how cosolvents may
be added to improve the quality of the supercritical CO,-
processed material.

THERMAL ANALYSIS

As noted earlier in this chapter, a number of physical and
chemical effects can be produced by temperature changes,
and methodsfor characterizing these alterations upon heating
or cooling asample of the material are referred to asthermal
analysis. The most common types of therma analysis are
DSC, differential thermal analysis (DTA), TGA, and ther-
momechanical analysis (TMA). These methods have proved

to be valuable in pharmaceutical research and quality con-
trol for the characterization and identification of compounds,
the determination of purity, polymorphism?>2* solvent, and
moisture content, amorphous content, stability, and compat-
ibility with excipients.

In general, therma methods involve heating a sample
under controlled conditions and observing the physical and
chemical changesthat occur. These methods measure anum-
ber of different properties, such as melting point, heat capac-
ity, heats of reaction, kinetics of decomposition, and changes
intheflow (rheologic) propertiesof biochemical, pharmaceu-
tical, and agricultural materials and food. The methods are
briefly described with examples of applications. Differen-
tial scanning calorimetry isthe most commonly used method
and is generally a more useful technique because its mea-
surements can be related more directly to thermodynamic
properties. It appearsthat any analysisthat can be carried out
with DTA can be performed with DSC, the latter being the
more versatile technique.

Differential Scanning Calorimetry

In DSC, heat flows and temperatures are measured that relate
to thermal transitions in materials. Typicaly, asample and a
reference material are placed in separate pansand thetemper-
ature of each panisincreased or decreased at apredetermined
rate. When the sample, for example, benzoic acid, reachesits
melting point, in this case 122.4°C, it remains at this tem-
perature until all the material has passed into the liquid state
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because of the endothermic process of melting. A temper-
ature difference therefore exists between benzoic acid and
areference, indium (melting point [mp] = 156.6°C), as the
temperature of the two materialsis raised gradualy through
the range 122°C to 123°C. A second temperature circuit is
used in DSC to provide a heat input to overcome thistemper-
ature difference. In this way the temperature of the sample,
benzoic acid, is maintained at the same value as that of the
reference, indium. The difference is heat input to the sam-
ple, and the reference per unit timeis fed to a computer and
plotted as dH/dt versus the average temperature to which the
sample and reference are being raised. The data collected in
aDSC run for acompound such as benzoic acid are shown in
the thermogram in Figure 2-18. There are awide variety of
featuresin DSCssuch asautosamplers, massflow controllers,
and built-in computers. An example of a modern DSC, the
Q200 is shown in Figure 2-19. The differentia heat input
isrecorded with a sensitivity of +0.2 «W, and the tempera-

ture range over which the instrument operates is —180°C to
725°C.

Differential scanning calorimetry isameasurement of heat
flow into and out of the system. In general, an endothermic
(thematerial isabsorbing heat) reaction onaDSC arisesfrom
desolvations, melting, glass transitions, and, more rarely,
decompositions. An exothermic reaction measured by DSCis
usually indicative of adecomposition (energy isreleased from
the bond breaking) process and molecular reorganizations
such as crystallization. Differential scanning calorimetry has
found increasing use in standardization of the lyophiliza-
tion process.*® Crystal changes and eutectic formation in the
frozen state as well as amorphous character can be detected
by DSC (and by DTA) when the instruments are operated
below room temperature.

Although DSC is used most widely in pharmacy to estab-
lish identity and purity, it is a@most as commonly used to
obtain heat capacities and heats of fusion and capacities. It
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Fig. 2-18. Thermogram of a drug compound. Endothermic transitions (heat absorption) are shown
in the upward direction and exothermic transitions (heat loss) are plotted downward. Melting is an
endothermic process, whereas crystallization or freezing is an exothermic process. The area of the
melting peak is proportional to the heat of fusion, A H;.
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Fig. 2-19. Perkin Elmer differential scanning calorimeter 7 (DSC 7).

is aso useful for constructing phase diagrams to study the
polymorphs discussed in this chapter and for carrying out
studies on the kinetics of decomposition of solids.

Differential scanning calorimetry and other thermal ana-
lytic methods have a number of applications in biomedical
research and food technology. Guillory and associates™®°
explored the applications of thermal analysis, DSC, and DTA
in particular, in conjunction with infrared spectroscopy and
x-ray diffraction. Using these techniques, they characterized
varioussolid formsof drugs, such assulfonamides, and corre-
lated anumber of physical properties of crystalline materials
with interactions between solids, dissolution rates, and sta-
bilitiesin the crystalline and amorphous states.

For additional referencestotheuseof DSCinresearchand
technology, contact the manufacturers of differential thermal
equipment for complete bibliographies.

Differential Thermal Analysis

InDTA, both the sampleand thereference material are heated
by a common heat source (Fig. 2-20) rather than the indi-
vidual heaters used in DSC (Fig. 2-21). Thermocouples are
placed in contact with the sample and the reference mate-
rial in DTA to monitor the difference in temperature between
the sample and the reference material asthey are heated at a
constant rate. The temperature difference between the sam-
ple and the reference material is plotted against time, and the
endotherm as melting occurs (or exotherm as obtained dur-
ing some decomposition reactions) is represented by a peak
in the thermogram.

Although DTA is a useful tool, a number of factors may
affect the results. The temperature difference, AT, depends,

Thermocouple
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Heater
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for hoth samples)
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Fig.2-20. Common heat source of differential thermal analyzer with
thermocouples in contact with the sample and the reference mate-
rial.

among other factors, on the resistance to heat flow, R. In
turn, R depends on temperature, nature of the sample, and
packing of the material in the pans. Therefore, it isnot possi-
bleto directly calculate energies of melting, sublimation, and
decomposition, and DTA isused asaqualitative or semiquan-
titative method for calorimetric measurements. The DSC,
although more expensive, is needed for accurate and precise
results.

A related technique is dielectric analysis, also discussed
in Chapter 4. The concept isthat molecules movein response
to an applied electric field according to their size, dipole
moments, and environment (which changes with tempera-
ture). In this technique, the sample serves as the dielectric
medium in a capacitor, and as the ac electric field oscillates,
the motion of permanent dipoles is sensed as a phase shift
relativeto the timescal e of the frequencies used. Each sample
will have a characteristic response or permittivity at a given
temperatureand frequency. Asthe sampleisheated or cooled,
the response will vary because the mobility of the molecular
dipoleswill change. On going through afirst-order transition
such asmelting, the mobility will exhibit adrastic frequency-
independent change giving riseto afamily of curveswith dif-
ferent intensities but a common maximum occurring at the
transition temperature. For glass transitions (pseudosecond
order) where the transition occurs over a broad temperature
range, there will be a distinct variation in both intensity and
temperature, allowing extremely sensitive detection of such

Sample Reference
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| Platinum heat
sensors

| Individual
heaters

Fig. 2-21. Separate heat sources and platinum heat sensors used
in differential scanning calorimetry.
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Using TGA combined with DSC or DTA, we can classify endother-
mic and exothermic reactions. For example, if a DSC thermogram
contains anendothermic reaction at 120°C, another endotherm at
190°C, and an exotherm at260°C, the scientistmust determine the
cause of each of these heat exchange processes. With the uti-
lization of a TGA instrument, the change in the weight of a sample
is measured as a function of temperature. If the same material
is subjected to TGA analysis, the transitions can be classified
according to weight changes. Therefore, if a 4% weight loss is
observed at 120°C, no weight change is observed at 190°C, and
the weight is lost at 260°C, certain assumptions can be made.

events. Dielectric analysis detects the microscopic “viscos-
ity” of the system and can yield information on activation
energies of changes as well as the homogeneity of samples.
Thetechnique does, however, require significantly more data
analysis than the other thermal methods discussed.

Thermogravimetric and
Thermomechanical Analyses

Changes in weight with temperature (thermogravimetric
analysis, TGA) and changes in mechanical properties with
temperature (thermomechanical analysis, TMA) are used in
pharmaceutical engineering research and inindustrial quality
control. In TGA, a vacuum recording balance with a sensi-
tivity of 0.1 ng is used to record the sample weight under
pressures of 10~ mm to 1 atm.

Thermogravimetric analysis instruments have now begun
to be coupled with infrared or mass spectrometersto measure
the chemical nature of the evolved gases being lost from the
sample. The next subsection describes Karl Fisher analysis,
which can also help in determining whether the desolvation
may be attributed to water or residual solventsfrom chemical
processing. The changes with temperature in hydrated salts
such as calcium oxalate, CaC,04 - H,0, are evaluated using
TGA, as discussed by Simons and Newkirk.5!

The characterization by TGA of bone tissue associated
with dental structureswasreported by Civjan et al.> Thermo-
gravimetric analysis also can be used to study drug stability
and the kinetics of decompaosition.

Thermomechanical analysis measures the expansion and
extension of materials or changes in viscoelastic properties
and heat distortions, such as shrinking, as a function of tem-
perature. By use of a probe assembly in contact with the
test material, any motion due to expansion, melting, or other
physical change delivers an electric signal to arecorder. The
furnace, in which are placed a sample and a probe, controls
thetemperature, which can be programmed over arangefrom
—150°C to 700°C. The apparatus serves essentially asa pen-
etrometer, dilatometer, or tensile tester over a wide range
of programmed temperatures. Humphries et a.> used TMA

The 4% weightloss was associated with an endothermic change,
which can correspond to a desolvation, making it a likely choice
for the endothermic response. The lack of a weight change at
190°C would most likely suggest a melt due to the endotherm
observed on the DSC. The final loss of all of the remaining mass
at 260°C is most likely due to decomposition; the exotherm on the
DSCwould supportthatconclusion. In addition, Karl Fisher analy-
sis, described in the next subsection, could be used to determine
whether the solid is a water solvate to determine whether the
4% loss in mass at 120°C is due to water.

in studies on the mechanical and viscoelastic properties of
hair and the stratum corneum of the skin. Thermomechani-
cal analysisis also widely used to look at polymer films and
coatings used in pharmaceutical processes.

Karl Fisher Method

The Karl Fisher method is typically performed as a poten-
tiometric titration method commonly used to determine the
amount of water associated with asolid material. The method
follows the reaction of iodine (generated electrolyticaly at
theanodein thereagent bath) and sulfur with water. Onemole
of iodine reacts with 1 mole of water, so the amount of water
is directly proportional to the electricity produced. As men-
tioned, a DSC measurement may indicate an endothermic
reaction at 120°C. This endothermic reaction may constitute
an actual melt of the crystalline material or may be due to
either desolvation or a polymorphic conversion. If one mea-
sured the same material using TGA and found aweight loss
of about 4% at the same temperature as the endotherm, one
could determine that the endotherm arose from a desolvation
process.

Utilizing Karl Fisher analysis, one can add the solid mate-
rial to the titration unit and determine the amount of water
by mixing of reagents and the potentiometric el ectrodes. The
Karl Fisher method isan aid in that it can determine whether
the desolvation is al water (showing a 4% water content)
or arises from the loss of a separate solvent trapped in the
crystalline lattice. Thismethod is routinely used for pharma-
ceutical applications, including the study of humidity effects
in solidsundergoing water sorptionfromtheair andin quality
control effortsto demonstrate the amount of water associated
in different lots of manufactured solid products.

Vapor Sorption/Desorption Analysis

This technique is similar to that of TGA in that it measures
weight changes in solids as they are exposed to different
solvent vapors and humidity and/or temperature conditions,
although it is typically operated isothermally. Greenspan®
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published a definitive list of saturated salt solutions that can
beused to control therelative humidity and arewidely used to
study many physicochemical properties of drugs. For exam-
ple, if aselected saturated salt solution providing ahigh rela
tive humidity is placed in a sealed container, the hygroscop-
icity of a drug can be assessed by determining the weight
change in the solid under that humidity. A positive changein
the weight would indicate that the solid material isabsorbing
(collectively called sorption) the solvent, in this case water,
from the atmosphere inside the container. The ability of a
solid to continuously absorb water until it goes into solution
iscalled deliquescence. A weight |oss could al so be measured
under low relative humidities controlled with different salts,
which istermed desorption. Water vapor sorption/desorption
can be used to study changes in the solvate state of a crys-
talline material .>>% Variations of commercial instruments
also alow the determination of the sorption/desorption of
other solvents. The degree of solvation of a crystalline form
could have an adverse effect onits chemical stability>” and/or
its manufacturability.

Generally, thelesssensitiveasolid material or formulation
is to changes in the relative humidity, the more stable will
be the pharmaceutical shelf life and product performance.
The pharmaceutical industry supplies products throughout
the world, with considerable variation in climate. There-
fore, the measurement of moisture sorption/desorption rates
and extentsisvery important for the prediction of the stability
of drugs.

PHASE EQUILIBRIA AND THE PHASE RULE

Thethree primary phases (solid, liquid, and gaseous) of mat-
ter are often defined individually under different conditions,
but in most systems we usually encounter phases in coexis-
tence. For example, aglass of ice water on ahot summer day
comprisesthree coexisting phases: ice (solid), water (liquid),
and vapor (gaseous). The amount of ice in the drink depends
heavily on severa variables including the amount of ice
placed in the glass, the temperature of the water in which
it was placed, and the temperature of the surrounding air.
The longer the drink is exposed to the warm air, the more
the amount of ice in the drink will decrease, and the more
water the melting ice will produce. However, evaporation of
the water into vapor that is released into the large volume
of air will also decrease the liquid volume. For this system,
there is no establishment of equilibrium because the volume
for vapor isinfinitein contrast to theice and liquid volumes.

If the ice water is sedled in a bottle, evaporation effects
arelimited to the available headspace, theice meltsto liquid,
and evaporation becomes time and temperature dependent.
For example, if the container is placed in afreezer, only one
phase, ice, may be present after long-term storage. Heating of
the container, provided the volume stays fixed, could poten-
tially cause the formation of only a vapor phase. Opening
and closing of the container would change the vapor phase

composition and thus affect equilibrium. This one-
component example can be extended to the two-component
system of a drug suspension where solid drug is suspended
and dissolved in solution and evaporation may take place in
the headspace of the container. The suspended system will
sit at equilibrium until the container is opened for admin-
istration of the drug, and then equilibrium would have to
be reestablished for the new system. A new equilibrium or
nonequilibrium state is established because dispensing of the
suspension will decrease the volume of theliquid and solid in
the container. Therefore, a new system is created after each
opening, dispensing of the dose, and then resealing. Thiswill
be discussed in more detail later.

Before we get into detail about the individual phases, it
isimportant to understand how the phases coexist, the rules
that govern their coexistence, and the number of variables
required to define the state(s) of matter present under defined
conditions.

The Phase Rule

In each of the examplesjust given, each phase can be defined
by a series of independent variables (e.g., temperature) and
their coexistence can only occur over a limited range. For
example, ice does not last as long in boiling water as it does
in cold water. Therefore, to understand and define the state
of each phase, knowledge of several variables is required.
J. Willard Gibbs formulated the phase rule, which isarela
tionship for determining the least number of intensive vari-
ables (independent variables that do not depend on the vol-
ume or size of the phase, e.g., temperature, pressure, density,
and concentration) that can be changed without changing the
equilibrium state of the system, or, alternately, theleast num-
ber required to define the state of the system. This critical
number is called F, the number of degrees of freedom of the
system, and therule is expressed as follows:

F=C—-P+2 (2-19)

where C is the number of components and P is the number
of phases present.

Looking at these terms in more detail, we can define a
phase asahomogeneous, physically distinct portion of asys-
tem that is separated from other portions of the system by
bounding surfaces. Thus, a system containing water and its
vapor is atwo-phase system. An equilibrium mixture of ice,
liquid water, and water vapor is a three-phase system.

The number of components isthe smallest number of con-
stituents by which the composition of each phase in the sys-
tem at equilibrium can be expressed in theform of achemical
formulaor equation. The number of componentsin the equi-
librium mixture of ice, liquid water, and water vapor is one
becausethe composition of all three phasesisdescribed by the
chemical formulaH,O. In the three-phase system CaCO3; =
Ca0 + COy, the composition of each phase can be expressed
by a combination of any two of the chemical species present.
For example, if we choose to use CaCO3; and CO,, we can
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TABLE 2-7
APPLICATION OF THE PHASE RULE TO SINGLE-COMPONENT SYSTEMS*

Number of Degrees of

System Phases Freedom Comments

Gas, liquid, or 1 F=C-P+2 Systemisbivariant (F = 2) and lies anywhere within the area marked
solid =1-142=2 vapor, liquid, or solid in Figure 2—22. We must fix two variables,

e.g., P, and ty, to define system D.

Gas-iquid, 2 F=C-P+2 System is univariant (F = 1) and lies anywhere along a line between
liquid—solid, or =1-2+4+2=1 two-phase regions, i.e., AO, BO, or CO in Figure 2-22. We must
gas-solid fix one variable, e.g., either P, or t,, to define system E.

Gas-iquid—solid 3 F=C-P+2 Systemisinvariant (F = 0) and can lie only at the point of

=1-3+42=0 intersection of the lines bounding the three-phase regions, i.e.,

point O in Figure 2-22.

*Key: C = number of components; P = number of phases.

write Ca0 as (CaCO3z; — CO,). Accordingly, the number of
componentsin this system is two.

The number of degrees of freedom is the least nhumber
of intensive variables that must be fixed/known to describe
the system completely. Herein lies the utility of the phase
rule. Although a large number of intensive properties are
associated with any system, it is not necessary to report al
of these to define the system. For example, let us consider a
given mass of agas, say, water vapor, confined to a particul ar
volume. Using the phase rule only two independent variables
arerequiredto definethesystem, F =1 — 1+ 2 = 2. Because
we need to know two of the variables to define the gaseous
system completely, we say that the system has two degrees
of freedom. Therefore, even though this volume is known, it
would be impossible for one to duplicate this system exactly
(except by pure chance) unless the temperature, pressure, or
another variable is known that may be varied independent of
the volume of the gas. Similarly, if the temperature of the gas
is defined, it is necessary to know the volume, pressure, or
some other variable to define the system completely.

Next, consider a system comprising a liquid, say water,
in equilibrium with its vapor. By stating the temperature,
we define the system completely because the pressure under
which liquid and vapor can coexist is also defined. If we
decide to work instead at a particular pressure, then the tem-
perature of the system is automatically defined. Again, this
agreeswith the phase rul e because equation (2—-18) now gives
F=1-2+2=1

As athird example, suppose we cool liquid water and its
vapor until athird phase (ice) separates out. Under these con-
ditions, the state of the three-phase ice—~water—vapor system
iscompletely defined, and therulegivessF =1 -3+ 2=0;
inother words, there are no degrees of freedom. If we attempt
to vary the particular conditions of temperature or pressure
necessary to maintain thissystem, wewill loseaphase. Thus,
if we wish to prepare the three-phase system of ice—~water—
vapor, we have no choice as to the temperature or pressure
at which we will work; the combination is fixed and unique.
Thisis known as the critical point, and later we discussit in
more detail.

Therelation between the number of phasesand the degrees
of freedom in one-component systems is summarized in
Table 2-7. The student should confirm these data by ref-
erence to Figure 2-22, which shows the phase equilibria of
water at moderate pressures.

It isimportant to appreciate that as the number of compo-
nentsincreases, so do therequired degrees of freedom needed
to define the system. Therefore, as the system becomes more
complex, it becomes necessary to fix more variablesto define
the system. The greater the number of phasesin equilibrium,
however, the fewer are the degrees of freedom. Thus:

Liquid water + vapor

Liquid ethyl alcohol + vapor

Liquid water + liquid ethyl alcohol + vapor mixture
(Note: Ethyl alcohol and water are compl etely miscible

both as vapors and liquids.)

Liquid water + liquid benzyl alcohol + vapor mixture
(Note: Benzyl acohol and water form two separatelig-

uid phases and one vapor phase. Gases are miscible in

all proportions; water and benzyl acohol are only par-

tially miscible. It is therefore necessary to define the two

variables in the completely miscible [one-phase] ethyl

alcohol—water system but only one variable in the par-

tially miscible [two-phase] benzyl-water system.)

|
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Fig. 2-22. Phase diagram for water at moderate pressures.
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Systems Containing One Component

We have already considered a system containing one com-
ponent, namely, that for water, which isillustrated in Figure
2-22 (notdrawntoscale). Thecurve OA intheP—T (pressure—
temperature) diagram in Figure 2-22 is known as the vapor
pressure curve. Its upper limit is at the critical temperature,
374°C for water, and its lower end terminates at 0.0098°C,
called thetriple point. Along the vapor pressure curve, vapor
and liquid coexist in equilibrium. This curve is analogous
to the curve for water seen in Figure 2-5. Curve OC is the
sublimation curve, and here vapor and solid exist together in
equilibrium. Curve OB is the melting point curve, at which
liquid and solid are in equilibrium. The negative slope of OB
showsthat the freezing point of water decreaseswith increas-
ing external pressure, as we aready found in Example 2-8.

The result of changes in pressure (at fixed temperature)
or changes in temperature (at fixed pressure) becomes evi-
dent by referring to the phase diagram. If the temperature is
held constant at t;, where water isin the gaseous state above
the critical temperature, no matter how much the pressureis
raised (vertically along the dashed line), the system remains
asagas. At atemperature t; below the critical temperature,
water vapor is converted into liquid water by an increase
of pressure because the compression brings the molecules
within the range of the attractive intermolecular forces. It is
interesting to observe that at a temperature below the triple
point, say t3, an increase of pressure on water in the vapor
state converts the vapor first to ice and then at higher pres-
sureinto liquid water. This sequence, vapor — ice — liquid,
is due to the fact that ice occupies a larger volume than lig-
uid water below the triple point. At the triple point, al three
phases are in equilibrium, that is, the only equilibrium is at
this pressure at thistemperature of 0.0098°C (or with respect
to the phaserule, F = 0).

Aswas seen in Table 2-7, in any one of the three regions
in which pure solid, liquid, or vapor exists and P = 1, the
phase rule gives

F=1-142=2

Therefore, we must fix two conditions, namely temperature
and pressure, to specify or describe the system completely.
This statement meansthat if we were to record the results of
a scientific experiment involving a given quantity of water,
it would not be sufficient to state that the water was kept
at, say, 76°C. The pressure would aso have to be specified
to define the system completely. If the system were open to
the atmosphere, the atmospheric pressure obtaining at the
time of the experiment would be recorded. Conversely, it
would not be sufficient to state that liquid water was present
at a certain pressure without also stating the temperature.
The phase rule tells us that the experimenter may ater two
conditions without causing the appearance or disappearance
of the liquid phase. Hence, we say that liquid water exhibits
two degrees of freedom.

Along any three of the curves where two phases exist in
equilibrium, F = 1 (see Table 2-7). Hence, only one condi-

tion need be given to define the system. If we state that the
system contains both liquid water and water vapor in equi-
librium at 100°C, we need not specify the pressure, for the
vapor pressure can have no other value than 760 mm Hg
at 100°C under these conditions. Similarly, only one vari-
able is required to define the system along line OB or OC.
Finaly, at the triple point where the three phases—ice, lig-
uid water, and water vapor—are in equilibrium, we saw that
F=0.

As aready noted, the triple point for air-free water is
0.0098°C, whereasthefreezing point (i.e., the point at which
liquid water saturated with air is in equilibrium with ice at
atotal pressure of 1 atm) is 0°C. In increasing the pressure
from 4.58 mm to 1 atm, we lower the freezing point by about
0.0075 deg (Example 2-8). Thefreezing point isthen lowered
an additional 0.0023 deg by the presence of dissolved air in
water at 1 atm. Hence, the normal freezing point of water is
0.0075 deg + 0.0023 deg = 0.0098 deg bel ow thetriplepoint.
In summary, the temperature at which a solid melts depends
(weskly) on the pressure. If the pressure is that of the liquid
and solid in equilibrium with the vapor, the temperature is
known as the triple point; however, if the pressure is 1 atm,
the temperature is the normal freezing point.

CONDENSED SYSTEMS

We have seen from the phase rule that in a single-component
system the maximum number of degrees of freedom is two.
This situation arises when only one phase is present, that is,
F=1-1+ 2= 2 Aswill become apparent in the next
section, a maximum of three degrees of freedom is possible
in atwo-component system, for example, temperature, pres-
sure, and concentration. To represent the effect of al these
variables upon the phase equilibriaof such asystem, it would
be necessary to use athree-dimensional model rather than the
planar figure used in the case of water. Because in practice
we are primarily concerned with liquid and/or solid phases
in the particular system under examination, we frequently
choose to disregard the vapor phase and work under normal
conditions of 1 atm pressure. In this manner, we reduce the
number of degrees of freedom by one. In a two-component
system, therefore, only two variables (temperature and con-
centration) remain, and we are able to portray the interaction
of these variables by the use of planar figures on rectangul ar-
coordinate graph paper. Systems in which the vapor phase
is ignored and only solid and/or liquid phases are consid-
ered are termed condensed systems. We shall see in the later
discussion of three-component systems that it is again more
convenient to work with condensed systems.

It isimportant to realize that in aerosol and gaseous sys-
tems, vapor cannot be ignored. Condensed systems are most
appropriate for solid and liquid dosage forms. As will be
discussed in this and later chapters, solids can also have
liquid phase(s) associated with them, and the converse is
true. Therefore, even in an apparently dry tablet form, small
amounts of “solution” can be present. For example, it will be
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shown in the chapter on stability that solvolysisisaprimary
mechanism of solid drug degradation.

Two-Component Systems Containing
Liquid Phases

We know from experience that ethyl alcohol and water are
miscible in al proportions, whereas water and mercury are,
for all practical purposes, completely immiscible regardliess
of the relative amounts of each present. Between these two
extremes lies a whole range of systems that exhibit partial
miscibility (or immiscibility). One such systemis phenol and
water, and aportion of the condensed phase diagramisplotted
inFigure 2-23. The curvegbhci showsthelimits of tempera-
tureand concentrationwithinwhichtwoliquid phasesexistin
equilibrium. The region outside this curve contains systems
having but one liquid phase. Starting at the point a, equiva-
lent to a system containing 100% water (i.e., pure water) at
50°C, adding known increments of phenol to a fixed weight
of water, the whole being maintained at 50°C, will result in
the formation of a single liquid phase until the point b is
reached, at which point a minute amount of a second phase
appears. The concentration of phenol and water at which this
occursis 11% by weight of phenol in water. Analysis of the
second phase, which separates out on the bottom, showsit to
contain 63% by weight of phenol in water. This phenol-rich
phase is denoted by the point ¢ on the phase diagram. Aswe
prepare mixtures containing increasing quantities of phenal,
that is, aswe proceed acrossthe diagram from point b to point
¢, we form systems in which the amount of the phenol-rich
phase (B) continually increases, as denoted by the test tubes
drawn in Figure 2-23. At the same time, the amount of the
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Fig. 2-23. Temperature—composition diagram for the system con-
sisting of water and phenol. (From A. N. Campbell and A. J. R. Camp-
bell, J. Am. Chem. Sec. 59, 2481, 1937.)

water-rich phase (A) decreases. Once the total concentration
of phenol exceeds 63% at 50°C, a single phenol-rich liquid
phaseisformed.

The maximum temperature at which the two-phase region
exists is termed the critical solution, or upper consolute,
temperature. In the case of the phenol-water system, this
is66.8°C (point h in Fig. 2-23). All combinations of phenol
and water abovethistemperature are completely miscibleand
yield one-phase liquid systems.

Thelinebc drawn acrossthe region containing two phases
istermed atie line; itisalwaysparallel tothebaselineintwo-
component systems. Animportant feature of phase diagrams
isthat all systems prepared on atieline, at equilibrium, will
separate into phases of constant composition. These phases
are termed conjugate phases. For example, any system rep-
resented by a point on the line bc at 50°C separatesto give a
pair of conjugate phaseswhose compositionsareb and c. The
relative amounts of thetwo layersor phasesvary, however, as
seen in Figure 2-23. Thus, if we prepare asystem containing
24% by weight of phenol and 76% by weight of water (point
d), at equilibrium we have two liquid phases present in the
tube. The upper one, A, has a composition of 11% phenol in
water (point b on the diagram), whereas the lower layer, B,
contains 63% phenol (point ¢ on the diagram). Phase B will
lie below phase A becauseit isrichin phenol, and phenol has
a higher density than water. In terms of the relative weights
of the two phases, there will be more of the water-rich phase
A than the phenol-rich phase B at point d. Thus:

Weight of phase A Length dc
Weight of phase B~ Length bd

The right-hand term might appear at first glance to be the
reciprocal of the proportion one should write. The weight of
phase A is greater than that of phase B, however, because
point d iscloser to point b than it isto point c. Thelengthsdc
and bd can be measured with aruler in centimeters or inches
from the phase diagram, but it is frequently more convenient
to use the units of percent weight of phenol as found on the
abscissa of Figure 2-23. For example, because point b =
11%, point ¢ = 63%, and point d = 24%, the ratio dc/bd =
(63 — 24)/(24 — 11) = 39/13 = 3/1. In other words, for
every 10 g of aliquid system in equilibrium represented by
point d, one finds 7.5 g of phase A and 2.5 g of phase B. If,
on the other hand, we prepare a system containing 50% by
weight of phenol (point f, Fig. 2-23), the ratio of phase A
to phase B is fc/bf = (63 — 50)/(50 — 11) = 13/39 = 1/3.
Accordingly, for every 10 g of system f prepared, we obtain
an equilibrium mixture of 2.5 g of phase A and 7.5 g of phase
B. It should be apparent that a system containing 37% by
weight of phenol will, under equilibrium conditions at 50°C,
give equal weights of phase A and phase B.

Working on atielinein aphase diagram enables usto cal-
culatethe composition of each phasein addition to theweight
of the phases. Thus, it becomes a simple matter to calculate
the distribution of phenol (or water) throughout the system
asawhole. Asan example, let us suppose that we mixed 24 g
of phenol with 76 g of water, warmed the mixture to 50°C,
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and alowed it to reach equilibrium at this temperature. On
separation of the two phases, we would find 75 g of phase
A (containing 11% by weight of phenol) and 25 g of phase
B (containing 63% by weight of phenol). Phase A therefore
containsatotal of (11 x 75)/100 = 8.25 g of phenol, whereas
phase B contains atotal of (63 x 25)/100 = 15.75 g of phe-
nol. This gives a sum total of 24 g of phenol in the whole
system. This equals the amount of phenol originally added
and therefore confirms our assumptions and calculations. It
isleft to the reader to confirm that phase A contains 66.75 g
of water and phase B 9.25 g of water. The phases are shown
at b and c in Figure 2-23.

Applying the phase rule to Figure 2-23 showsthat with a
two-component condensed system having one liquid phase,
F = 3. Because the pressure is fixed, F is reduced to 2, and
it is necessary to fix both temperature and concentration to
define the system. When two liquid phases are present, F =
2; again, pressure is fixed. We need only define temperature
to completely define the system because F is reduced to 1.*
From Figure 2-23, it is seen that if the temperatureis given,
the compositions of the two phases are fixed by the points
at the ends of the tie lines, for example, points b and c at
50°C. The compositions (relative amounts of phenol and
water) of the two liquid layers are then calculated by the
method already discussed.

Thephasediagramisusedin practicetoformul atesystems
containing more than one component whereit may be advan-
tageous to achieve a single liquid-phase product. For exam-
ple, the handling of solid phenol, a necrotic agent, is facili-
tated inthe pharmacy if asolution of phenol and water isused.
A number of solutions containing different concentrations
of phenol are official in several pharmacopeias. Unless the
freezing point of the phenol—water mixtureissufficiently low,
however, some solidification may occur at alow ambient tem-
perature. Thiswill lead to inaccuraciesin dispensing as well
as aloss of convenience. Mulley®® determined the relevant
portion of the phenol-water phase diagram and suggested
that the most convenient formulation of asingle liquid phase
solution was 80% w/v, equivalent to about 76% w/w. This
mixture has a freezing point of about 3.5°C compared with
liquefied phenol, USP, which contains approximately 90%
w/w of phenol and freezes at about 17°C. It is not possible,
therefore, to usethe official preparation much below 20°C, or
room temperature; the formulation proposed by Mulley from
aconsideration of the phenol-water phase diagram therefore
isto bepreferred. A number of other binary liquid systems of
thesametypeasphenol and water have been studied, although
few have practical applicationin pharmacy. Someof theseare
water—aniline, carbon disulfide-methyl alcohol, isopentane—
phenol, methyl acohol—cyclohexane, and isobutyl alcohol—
water.

*The number of degrees of freedom calculated from the phase rule if the
system is not condensed is still the same. Thus, when one liquid phase and
its vapor are present, F = 2 — 2 4+ 2 = 2; it istherefore necessary to define
two conditions: temperature and concentration. When two liquids and the
vapor phase exist, F = 2 — 3 + 2 = 1, and only temperature need be
defined.
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Fig.2-24. Phase diagram for the system triethylamine—water show-
ing lower consolute temperature.

Figure 2-24 illustrates a liquid mixture that shows no
upper consolute temperature, but instead has a lower conso-
lute temperature below which the components are miscible
in all proportions. The example shown is the triethylamine—
water system. Figure 2-25 shows the phase diagram for the
nicotine-water system, which has both alower and an upper
consolute temperature. Lower consolute temperatures arise
presumably because of an interaction between the compo-
nents that brings about complete miscibility only at lower
temperatures.

Two-Component Systems Containing Solid and
Liquid Phases: Eutectic Mixtures

We restrict our discussion, in the main, to those solid-iquid
mixtures in which the two components are completely mis-
ciblein theliquid state and completely immiscible as solids,
that is, the solid phases that form consist of pure crystalline
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Fig. 2-25. Nicotine—water system showing upper and lower conso-
lute temperatures.
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Fig.2-26. Phase diagram forthe thymol-salol system showing the eutectic point. (Data from A. Siedell,
Solubilities of Organic Compounds, 3rd Ed., Vol. 2, Van Nostrand, New York, 1941, p. 723.)

components. Examples of such systems are salol-thymol,
sal ol—camphor, and acetaminophen—propyphenazone.

The phase diagram for the salol-thymol system is shown
in Figure 2-26. Notice that there are four regions: (i) asin-
gle liquid phase, (ii) a region containing solid salol and a
conjugate liquid phase, (iii) a region in which solid thymol
is in equilibrium with a conjugate liquid phase, and (iv) a
region in which both components are present as pure solid
are comparabl e to the two-phase region of the phenol-water
system shown in Figure 2-23. Thusit ispossibleto calculate
both the composition and relative amount of each phase from
knowledge of the tie lines and the phase boundaries.

Suppose we prepare a system containing 60% by weight
of thymol in salol and raise the temperature of the mixtureto
50°C. Such asystemisrepresented by point x in Figure 2-26.
On cooling the system, we observe the foll owing sequence of
phase changes. The system remainsasasingleliquid until the
temperaturefallsto 29°C, at which point a minute amount of
solid thymol separates out to form a two-phase solid-iquid
system. At 25°C (room temperature), system x (denoted in
Fig. 2-26 as x1) is composed of aliquid phase, a; (compo-
sition 53% thymol in salol), and pure solid thymol, b;, The
welght ratio of a; to by is(100 — 60)/(60 — 53) = 40/7, that
is, a;:b; = 5.71:1. When the temperature is reduced to 20°C
(point x,), the composition of the liquid phaseis a, (45% by
weight of thymol insalal), whereasthe solid phaseisstill pure
thymol, b,. Thephaseratioisa,:h, = (100 — 60) /(60 — 45) =

40/15=2.67:1. At 15°C (point x3), the composition of thelig-
uid phaseisnow 37%thymol insalol (ag) and theweight ratio
of liquid phaseto pure solid thymol (az:bs) is(100 — 60) /(60 —
37) — 40/23 = 1.74:1. Below 13°C, the liquid phase disap-
pears atogether and the system contains two solid phases of
pure salol and pure thymol. Thus, at 10°C (point x4), the sys-
tem contains an equilibrium mixture of pure solid salol (a4)
and pure solid thymol (bs) in aweight ratio of (100 — 60)/
(60 — 0) = 40/60 = 0.67:1. As system x is progressively
cooled, the resultsindicate that more and more of the thymol
separates as solid. A similar sequence of phase changes is
observed if systemy is cooled in alike manner. In this case,
however, the solid phase that separates at 22°C is pure salal.

The lowest temperature at which aliquid phase can exist
in the salol-thymol system is 13°C, and this occurs in a
mixture containing 34% thymol in salol. This point on the
phase diagram is known as the eutectic point. At the eutec-
tic point, three phases (liquid, solid salol, and solid thymol)
coexist. The eutectic point therefore denotes an invariant sys-
tem because, in a condensed system, F =2 — 3+ 1=0.
The eutectic point is the point at which the liquid and solid
phases have the same composition (the eutectic composition).
The solid phase is an intimate mixture of fine crystals of the
two compounds. The intimacy of the mixture gives rise to
the phenomenon of “contact melting,” which results in the
lowest melting temperature over acomposition range. Alter-
nately explained, aeutectic composition isthe composition of
two or more compounds that exhibits a melting temperature
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lower than that of any other mixture of the compounds. Mix-
tures of salol and camphor show similar behavior. In this
combination, the eutectic point occursin asystem containing
56% by weight of salol in camphor at atemperature of 6°C.
Many other substancesform eutectic mixtures(e.g., camphor,
chloral hydrate, menthol, and betanaphthol). The primary cri-
terion for eutectic formation is the mutual solubility of the
components in the liquid or melt phase.

In the thermal analysis section in this chapter, we showed
that cal orimetry can be used to study phasetransitions. Eutec-
tic points are often determined by studying freezing point
(melting point if one is adding heat) depression. Note that
the freezing point in a one-component system is influenced
simply by the temperature. In systems of two or more com-
ponents, interactions between the components can occur, and
depending on the concentrati ons of the components, the abso-
lute freezing point may change. A eutectic point is the com-
ponent ratio that exhibits the lowest observed melting point.
This relationship is often used to provide information about
how solutes interact in solution, with the eutectic point pro-
viding the favored composition for the solutes in solution,
asillustrated in salol-thymol example. Lidocaine and prilo-
caine, two local anesthetic agents, form a 1:1 mixture having
a eutectic temperature of 18°C. The mixture istherefore lig-
uid at room temperature and forms a mixed local anesthetic
that may be used for topical application. The liquid eutectic
can be emulsified in water, opening the possibility for topical
bioabsorption of the two local anesthetics.>%6°

Solid Dispersions

Eutectic systems are examples of solid dispersions. The solid
phases constituting the eutectic each contain only one com-
ponent and the system may be regarded as an intimate crys-
tallinemixture of one component inthe other. A second major
group of solid dispersions are the solid solutions, in which
each solid phase contains both components, that is, a solid
solute is dissolved in a solid solvent to give a mixed crys-
tal. Solid solutions are typically not stoichiometric, and the
minor component or “guest” inserts itself into the structure
of the “host” crystal taking advantage of molecular similar-
ities and/or open spaces in the host lattice. Solid solutions
may exhibit higher, lower, or unchanged melting behavior
depending upon the degree of interaction of the guest in the
crystal structure. A third common dispersion is the molecu-
lar dispersion of one component in another where the overall
solidisamorphous. Such mixed amorphousor glasssolutions
exhibit an intermediate glass transition temperature between
those of the pure amorphous solids. The dispersion of solid
particlesin semisolids is also a common dispersion strategy
in which crystalline or amorphous solids are dispersed to
aid delivery, as in some topical products (e.g., [tioconazole
vaginal] Monistat-1).

There is widespread interest in solid dispersions because
they may offer ameans of facilitating the dissolution and fre-
quently, therefore, the bioavailability of poorly soluble drugs

when combined with freely soluble “carriers’ such as urea
or polyethylene glycol. This increase in dissolution rate is
achieved by a combination of effects, the most significant of
which isreduction of particle size to an extent that cannot be
readily achieved by conventional comminution approaches.
Other contributing factors include increased wettability of
the material, reduced aggregation and agglomeration, and a
likely increasein solubility of the drug owing to the presence
of the water-soluble carrier. Consult the reviews by Chiou
and Riegelman®! and Goldberg®? for further details.

Phase Equilibria in Three-Component Systems

In systems containing three components but only one phase,
F =3 -1+ 2 =4 for a noncondensed system. The four
degrees of freedom are temperature, pressure, and the con-
centrations of two of thethree components. Only two concen-
trationtermsare required because the sum of these subtracted
from the total will give the concentration of the third com-
ponent. If we regard the system as condensed and hold the
temperature constant, then F = 2, and we can again use apla-
nar diagramtoillustrate the phase equilibria. Because we are
dealing with athree-component system, it ismore convenient
to use triangular coordinate graphs, although it is possible to
use rectangular coordinates.

Thevarious phase equilibriathat exist in three-component
systems containing liquid and/or solid phases are frequently
complex and beyond the scope of the present text. Certaintyp-
ical three-component systems are discussed here, however,
because they are of pharmaceutical interest. For example,
severa areas of pharmaceutical processing such as crystal-
lization, salt form selection, and chromatographic analyses
rely on the use of ternary systems for optimization.

Rules Relating to Triangular Diagrams

Before discussing phase equilibria in ternary systems, it is
essential that the reader becomesfamiliar with certain“rules’
that relate to the use of triangular coordinates. It should have
been apparent in discussing two-component systems that all
concentrations were expressed on a weight-weight basis.
Thisis because, although it is an easy and direct method of
preparing dispersions, such an approach also allows the con-
centration to be expressed in terms of the mole fraction or the
molality. The concentrations in ternary systems are accord-
ingly expressed on aweight basis. The following statements
should be studied in conjunction with Figure 2-27:

1. Each of the three corners or apexes of the triangle repre-
sent 100% by weight of one component (A, B, or C). As
a result, that same apex will represent 0% of the other
two components. For example, the top corner point in
Figure 2-27 represents 100% of B.

2. The three lines joining the corner points represent two-
component mixtures of the three possible combinations
of A, B,and C. ThusthelinesAB, BC, and CA are used for
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100% A

100% B

Increasing A

two-component mixtures of A and B, B and C, and C and
A, respectively. By dividing each lineinto 100 equal units,
we can directly relate thelocation of apoint along theline
to the percent concentration of one component in a two-
component system. For exampl e, pointy, midway between
AandB ontheline AB, representsasystem containing 50%
of B (and hence 50% of A also). Point z, three fourths of
the way along BC, signifies a system containing 75% of
CinB.

In going along a line bounding the triangle so as to

represent the concentration in a two-component system,
it does not matter whether we proceed in aclockwise or a
counterclockwise direction around the triangle, provided
we are consistent. The more usual convention is clock-
wise and has been adopted here. Hence, as we move along
AB in the direction of B, we are signifying systems of
A and B containing increasing concentrations of B, and
correspondingly smaller amounts of A. Moving along BC
toward C will represent systems of B and C containing
more and more of C; the closer we approach A on theline
CA, the greater will be the concentration of A in systems
of Aand C.
. The area within the triangle represents all the possible
combinations of A, B, and C to give three-component sys-
tems. Thelocation of aparticular three-component system
withinthetriangle, for example, point x, can be undertaken
asfollows.

The line AC opposite apex B represents systems con-
taining A and C. Component B is absent, that is, B = 0.
The horizontal lines running across the triangle parallel
to AC denote increasing percentages of B from B = 0 (on
line AC) to B = 100 (at point B). The line parallel to AC
that cuts point x is equivalent to 15% B; consequently, the
system contains 15% of B and 85% of A and C together.

Fig.2-27. Thetriangulardiagramforthree-component
systems.

100% C

Applying similar arguments to the other two components
in the system, we can say that along the line AB, C = 0.
Aswe proceed from the line AB toward C across the dia-
gram, the concentration of C increases until at the apex,
C = 100%. The point x lies on the line parallel to AB that
is equivalent to 30% of C. It follows, therefore, that the
concentration of Ais100 — (B + C) = 100 — (15+ 30) =
55%. This is readily confirmed by proceeding across the
diagram from the line BC toward apex A; point x lies on
the line equivalent to 55% of A.

4. If alineisdrawn through any apex to a point on the oppo-
site side (e.g., line DC in Fig. 2-27), then al systems
represented by points on such aline have a constant ratio
of two components, in this case A and B. Furthermore, the
continual addition of C to a mixture of A and B will pro-
ducesystemsthat lie progressively closer to apex C (100%
of component C). This effect isillustrated in Table 2-8,
inwhich increasing weights of C are added to a constant-
weight mixture of A and B. Note that in all three systems,
theratio of A to B isconstant and identical to that existing
in the original mixture.

5. Any line drawn parallel to one side of the triangle, for
example, line HI in Figure 2-27, represents ternary sys-
tem in which the proportion (or percent by weight) of
one component is constant. In this instance, al systems
prepared along HI will contain 20% of C and varying con-
centrations of A and B.

Ternary Systems with One Pair of Partially
Miscible Liquids

Water and benzene are miscible only to a dight extent, and
so amixture of the two usually produces atwo-phase system.
Theheavier of thetwo phases consists of water saturated with
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EFFECT OF ADDING A THIRD COMPONENT (C) TO A BINARY SYSTEM OF A (5.0 G)
AND B (15.0 G)
Weight of Third Final System Location of
Component C Weight Weight Ratio of System in
Added (g) Component ) (%) AtoB Figure 2-27
10.0 A 5.0 16.67 31 Point E
B 15.0 50.00
C 10.0 33.33
100.0 A 5.0 4.17 31 Point F
B 15.0 12.50
C 100.0 83.33
1000.0 A 5.0 0.49 31 Point G
B 15.0 147
C 1000.0 98.04

benzene, while the lighter phase is benzene saturated
with water. On the other hand, alcohol iscompletely miscible
with both benzene and water. It is to be expected, therefore,
that the addition of sufficient alcohol to atwo-phase system
of benzene and water would produce a single liquid phase
in which all three components are miscible. This situation
isillustrated in Figure 2-28, which depicts such a ternary
system. It might be helpful to consider the alcohol as acting
in amanner comparable to that of temperature in the binary
phenol—water system considered earlier. Raising the temper-
ature of the phenol—water system led to complete miscibility
of the two conjugate phases and the formation of one liquid
phase. The addition of acohol to the benzene—water system
achieves the same end but by different means, namely, asol-
vent effect in place of atemperature effect. Thereisastrong
similarity between the use of heat to break cohesive forces

One liquid

Fig. 2-28. A system of three liquids, one pair of which is partially
miscible.

between molecules and the use of solvents to achieve the
same result. The effect of alcohol will be better understood
when we introduce dielectric constants of solutions and sol-
vent polarity in later chapters. In this case, alcohol serves as
an intermediate polar solvent that shifts the electronic equi-
librium of the dramatically opposed highly polar water and
nonpolar benzene solutions to provide solvation.

In Figure 2-28, let us suppose that A, B, and C represent
water, alcohol, and benzene, respectively. Theline AC there-
fore depicts binary mixtures of A and C, and the pointsa and
c are the limits of solubility of C in A and of A in C, respec-
tively, at the particular temperature being used. The curve
afdeic, frequently termed a binodal curve or binodal, marks
the extent of thetwo-phaseregion. Theremainder of thetrian-
glecontains oneliquid phase. Thetie lineswithin the binodal
are not necessarily parallel to one another or to the base line,
AC, as was the case in the two-phase region of binary sys-
tems. In fact, the directions of the tie lines are related to the
shape of the binodal, which in turn depends on the relative
solubility of the third component (in this case, alcohol) in
the other two components. Only when the added component
acts equally on the other two components to bring them into
solution will the binodal be perfectly symmetric and the tie
lines run parallel to the baseline.

The properties of tie lines discussed earlier still apply,
and systems g and h prepared along the tie line fi both give
rise to two phases having the compositions denoted by the
points f and i. The relative amounts, by weight, of the two
conjugate phases will depend on the position of the original
system along thetieline. For example, system g, after reach-
ing equilibrium, will separate into two phases, f and i: The
ratio of phase f to phase i, on aweight basis, is given by the
ratio gi:fg. Mixture h, halfway along thetieline, will contain
equal weights of the two phases at equilibrium.

Thephase equilibriadepicted in Figure 2—28 show that the
addition of component B to a50 : 50 mixture of componentsA
and C will produce a phase change from atwo-liquid system
to aone-liquid system at point d. With a 25:75 mixture of A
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Fig. 2-29. Alterations of the binodal curves with changes in temperature. (a) Curves on the triangular
diagrams at temperatures t;, t, and t;. (b) The three-dimensional arrangement of the diagrams in the
order of increasing temperature. (¢) The view one would obtain by looking down from the top of (b).

and C, shown as point j, the addition of B leads to a phase
change at point e. Naturally, all mixtureslying along dB and
eB will be one-phase systems.

As we saw earlier, F = 2 in a single-phase region, and
so we must define two concentrations to fix the particular
system. Along the binodal curve afdeic, F = 1, and we need
only know one concentration term because thiswill allow the
composition of one phase to be fixed on the binodal curve.
From the tie line, we can then obtain the composition of the
conjugate phase.

Effect of Temperature

Figure 2-29 showsthe phase equilibriain athree-component
system under isothermal conditions. Changesin temperature
will cause the area of immiscibility, bounded by the binodal
curve, to change. In general, the area of the binodal decreases
asthetemperatureisraised and miscibility ispromoted. Even-
tualy, a point is reached at which complete miscibility is
obtained and the binodal vanishes. To study the effect of

temperature on the phase equilibria of three-component sys-
tems, athree-dimensional figure, the triangular prism, isfre-
quently used (Fig. 2-29b). Alternatively, a family of curves
representing the various temperatures may be used, as shown
in Figure 2-29c¢. The three planar sides of the prism are
simply three-phase diagrams of binary-component systems.
Figure 2-29 illustrates the case of aternary-component sys-
tem containing one pair of partially immiscible liquids (A
and C). As the temperature is raised, the region of immisci-
bility decreases. The volume outside the shaded region of the
prism consists of a single homogeneous liquid phase.

Ternary Systems with Two or Three Pairs of
Partially Miscible Liquids

All the previous considerations for ternary systems contain-
ing one pair of partially immiscible liquids still apply. With
two pairs of partially miscible liquids, there are two binodal
curves. The situation is shown in Figure 2-30b, in which A
and C aswell as B and C show partial miscibility; A and B

B B
f
f/l
g’
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Fig. 2-30. Effect of temperature changes on the binodal curves representing a system of two pairs of

partially miscible liquids.
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Fig. 2-31. Temperature effects on a system of three pairs of partially miscible liquids.

are completely miscible at the temperature used. Increasing
the temperature generally leads to a reduction in the areas
of the two binodal curves and their eventua disappearance
(Fig. 2-30c). Reduction of the temperature expands the bin-
odal curves, and, at a sufficiently low temperature, they meet
and fuse to form a single band of immiscibility as shown in
Figure 2-30a. Tie lines dtill exist in this region, and the
usual rules apply. Nor do the number of degrees of freedom
change—whenP =1, F = 2; whenP =2, F = 1.

Systems containing three pairs of partially miscible lig-
uids are of interest. Should the three binodal curves meet
(Fig. 2-31a), a central region appears in which three con-
jugate liquid phases exist in equilibrium. In this region, D,
which is triangular, F = O for a condensed system under
isothermal conditions. As a result, all systems lying within
this region consist of three phases whose compositions are
alwaysgiven by the pointsx, y, and z. The only quantitiesthat
vary aretherelative amounts of these three conjugate phases.
Increasing the temperature alters the shapes and sizes of the
regions, as seen in Figures 2-31b and c.

The application and discussion of phase phenomena and
their application in certain pharmaceutical systems will be
discussed in later chapters.

CHAPTER SUMMARY

Asone of the foundational chapters of thistext, many impor-
tant subject areas have been covered from the examination
of the binding forces between molecul es to the various states
of matter. Many of these subjectsin this chapter are aimed at
the more experienced pharmacy student or graduate student
who isinterested in understanding the fundamental physical
aspects of the pharmaceutical sciences.

Practice problems for this chapter can be found at

thePoint.lww.com/Sinko6e.
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BN THERMODYNAMICS

At the conclusion of this chapter
CHAPTER OBJECTIVES the student should be able to:
Understand the theory of thermodynamicsand itsusefor
describing energy-related changesin reactions.
Understand the first law of thermodynamics and its use.

Understand the second law of thermodynamics and its
use.

I Understand the third law of thermodynamics and its
use.

I Define and caculate free energy functions and apply
them to pharmaceutically relevant issues.

@ Understand the basic principles of theimpact of thermo-
dynamics on pharmaceutically relevant applications.

Definethe chemical potential and equilibrium processes.

Thermodynamics deal s with the quantitative rel ationships of
interconversion of the various forms of energy, including
mechanical, chemical, electric, and radiant energy. Although
thermodynamics was originally developed by physicists and
engineersinterested in the efficiencies of steam engines, the
conceptsformulated fromit have proven to be extremely use-
ful in the chemical sciences and related disciplineslike phar-
macy. Asillustrated later in this chapter, the property called
energy is broadly applicable, from determining the fate of
simple chemical processes to describing the very complex
behavior of biologic cells.

Thermodynamicsisbased onthree®laws’ or factsof expe-
riencethat have never been provenin adirect way, in part due
to the ideal conditions for which they were derived. Various
conclusions, usualy expressed in the form of mathematical
equations, however, may be deduced from these three prin-
ciples, and the results consistently agree with observations.
Consequently, thelaws of thermodynamics, from whichthese
equations are obtained, are accepted as valid for systems
involving large numbers of molecules.

It isuseful at this point to distinguish the attributes of the
three types of systems that are frequently used to describe
thermodynamic properties. Figure 3—1a shows an open sys-
tem in which energy and matter can be exchanged with the
surroundings. In contrast, Figure 3-1b and ¢ are examples
of closed systems, in which there is no exchange of matter
with the surroundings, that is, the system’s mass is constant.
However, energy can be transferred by work (Fig. 3—-1b) or
heat (Fig. 3—1c) through the closed system’sboundaries. The

last example (Fig. 3-1d) isasystem in which neither matter
nor energy can be exchanged with the surroundings; thisis
called an isolated system.

For instance, if two immiscible solvents, water and carbon
tetrachloride, are confined in a closed container and iodine
is distributed between the two phases, each phase is an open
system, yet the total system made up of the two phases is
closed because it does not exchange matter with its sur-
roundings.

THE FIRST LAW OF THERMODYNAMICS

Thefirst law is a statement of the conservation of energy. It
statesthat, although energy can betransformed from onekind
into another, it cannot be created or destroyed. Put in another
way, thetotal energy of asystem and itsimmediate surround-
ings remains constant during any operation. This statement
follows from the fact that the various forms of energy are
equivalent, and when one kind is formed, an equal amount
of another kind must disappear. Therelativistic picture of the
universe expressed by Einstein’s equation

Energy = (Masschange) x (Velocity of light)?

suggests that matter can be considered as another form
of energy, 1 g being equivalent to 9 x 10'2 joules. These
enormous quantities of energy are involved in nuclear
transformations but are not important in ordinary chemical
reactions.

(e (XML IN AN BASIC DEFINITIONS OF THERMODYNAMICS

Before beginning with details about the origin and concepts
involving these three laws, we define the language commonly
used inthermodynamics, which has precise scientific meanings.
A system in thermodynamics is a well-defined part of the uni-
verse that one is interested in studying. The system is separated
from surroundings, the rest of the universe and from which the
observations are made, by physical (or virtual) barriers defined

54

as boundaries. Work (W) and heat(Q) also have precise thermo-
dynamic meanings. Workis a transfer of energy that can be used
to change the height of a weight somewhere in the surroundings,
and heatis a transfer of energy resulting from a temperature dif-
ference between the system and the surroundings. Itis important
to consider that both work and heat appear only at the system’s
boundaries where the energyis being transferred.
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Fig. 3-1. Examples of thermodynamic systems. (a) An open sys-
tem exchanging mass with its surroundings; (b) a closed system
exchangingworkwithits surroundings; (c) a closed system exchang-
ing heatwithits surroundings; (d) anisolated system, inwhich neither
work nor heat can be exchanged through boundaries.

According to the first law, the effects of Q and W in a
given system during atransformation from an initial thermo-
dynamic state to a final thermodynamic state are related to
anintrinsic property of the system called the internal energy,
defined as

AE=E,—E;=Q+W 3-1)
where E; istheinternal energy of the system initsfinal state
and E; istheinternal energy of thesysteminitsinitial state, Q
isthe heat, and W isthe work. The change in internal energy
AE isrelated to Q and W transferred between the system and
its surroundings. Equation (3-1) also expresses the fact that
work and heat are equivalent ways of changing the internal
energy of the system.

The internal energy is related to the microscopic motion
of the atoms, ions, or molecules of which the system is com-
posed. Knowledge of its absolute value would tell us some-
thing about the microscopic motion of the vibrational, rota-
tional, and translational components. I n addition, the absolute
value would a'so provide information about the kinetic and
potential energies of their electrons and nuclear elements,
which in practice is extremely difficult to attain. Therefore,
change of internal energy rather than absolute energy value
isthe concern of thermodynamics.

Thermodynamic State

Consider the example of transporting a box of equipment from a
camp in a valley to one at the top of a mountain. The main concern
is with the potential energy rather than the internal energy of a sys-
tem, but the principle is the same. One can haul the box to the top of
the mountain by a block and tackle suspended from an overhanging
cliff and produce little heat by this means. One can also drag the box
up a path, but more work will be required and considerably more
heat will be produced owing to the frictional resistance. The box
can be carried to the nearest airport, flown over the appropriate spot,
and dropped by parachute. It is readily seen that each of these meth-
ods involves a different amount of heat and work. The change in
potential energy depends only on the difference in the height of the
camp in the valley and the one at the top of the mountain, and it is
independent of the path used to transport the box.

By using equation (3-1) (the first law), one can evaluate
the change of internal energy by measuring Q and W during
the change of state. However, it isuseful to relate the change
of internal energy to themeasurable properties of the system:
P, V, and T. Any two of these variables must be specified to
define the internal energy. For an infinitesimal change in the
energy dE, equation (3-1) iswritten as

dE = dqg + dw (3-2)

wheredq isthe heat absorbed and diw isthework doneduring
theinfinitesimal change of the system. Capital lettersQ and W
are used for heat and work in equation (3-1) to signify finite
changes in these quantities. The symbol d in equation (3-2)
signifies infinitesimal changes of properties that depend on
the “path,” aso called inexact differentials. Hence, diq and
dlw arenot in these circumstancesthermodynamic properties.

The infinitesmal change of any state property like dE,
also called an exact differential, can be generally written, for
instance, asafunction of T and V asin thefollowing equation
for aclosed system (i.e., constant mass):

oE oE
E=(— T — \
‘ (aT)Vd +(8V>Td

The partial derivatives of the energy in equation (3-3)
are important properties of the system and show the rate of
change in energy with the change in T at constant volume
or with the change of V at constant temperature. Therefore,
it is useful to find their expression in terms of measurable
properties. This can be done by combining equations (3-2)
and (3-3) into

oE oE
dg+dw={—=| dT — ] av
A (3T)v +<8V)T
This equation will be used later to describe some properties
of E asafunction of T and V.

(3-3)

(3-4)

Isothermal and Adiabatic Processes

When the temperature is kept constant during a process, the
reaction is said to be conducted isothermally. An isother-
mal reaction may be carried out by placing the system in a
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[ e NI IN AN THERMODYNAMIC STATE

The term thermodynamic state means the condition in which the
measurable properties of the system have a definite value. The
state of 1 g of water at £; may be specified by the conditions
of, say, 1 atm pressure and 10°C, and the state E, by the con-
ditions of 5 atm and 150°C. Hence, the states of most interest
to the chemist ordinarily are defined by specifying any two of
the three variables, temperature (T), pressure (P), and volume
(V); however, additional independent variables sometimes are
needed to specify the state of the system. Any equation relating
the necessary variables—for example, V= f(7,P)—is an equa-
tion of state. The ideal gas law and the van der Waals equation

large constant-temperature bath so that heat isdrawn from or
returned to it without affecting the temperature significantly.
When heat is neither lost nor gained during a process, the
reaction is said to occur adiabatically. A reaction carried on
inside a sealed Dewar flask or “vacuum bottle” is adiabatic
because the system is thermally insulated from its surround-
ings. Inthermodynamic terms, it can be said that an adiabatic
processisonein which dq = 0, and thefirst law under adia-
batic conditions reduces to

dw = dE 3-3)
According to equation (3-5), when work is done by the sys-
tem, the internal energy decreases, and because heat can-
not be absorbed in an adiabatic process, the temperature
must fall. Here, the work done becomes a thermodynamic
property dependent only on the initial and final states of the
system.

Work of Expansion Against a Constant Pressure

We first discuss the work term. Because of its importance
in thermodynamics, initial focusis on the work produced by
varying the volume of asystem (i.e., expansion work or com-
pression work) against aconstant opposing external pressure,
Pe. Imagineavapor confined in ahypothetical cylinder fitted
with aweightless, frictionless piston of area A, as shown in
Figure 3-2. If aconstant external pressure P, is exerted on
the piston, thetotal forceisPe x A because P = Force/Area.
The vapor in the cylinder is now made to expand by increas-
ing the temperature, and the piston moves a distance h. The
work done against the opposing pressurein onesinglestageis

W =—Pg x Axh (3-6)
Now A x histheincreaseinvolume, AV =V, — V1, so that,
at constant pressure,

W = —PoAV = —Pe(Va — V1) 3-7)

described in Chapter 2 are equations of state. Thus, V, P, and T
are variables that define a state, so they are called state vari-
ables. The variables of a thermodynamic state are independent
of how the state has been reached.

Afeature of the change of internal energy, AE, discovered by
thefirstlawisthatitdependsonly ontheinitial and finalthermody-
namic states, thatis, itis a variable of state; itis a thermodynamic
property of the system. On the other hand, both Qand W depend
on the manner in which the change is conducted. Hence, Q and
W are not variables of state or thermodynamic properties; they
are said to depend on the “path” of the transformation.

Reversible Processes

Now let usimagine the hypothetical case of water at its boil-
ing point contained in acylinder fitted with aweightless and
frictionless piston (Fig. 3-3a). The apparatusisimmersed in
aconstant-temperature bath maintained at the same tempera-
ture asthewater in the cylinder. By definition, the vapor pres-
sure of water at its boiling point is equal to the atmospheric
pressure, represented in Figure 3-3 by aset of weightsequiv-
aent to the atmospheric pressure of 1 atm; therefore, thetem-
perature is 100°C. The process is an isothermal one, that is,
it is carried out at constant temperature. Now, if the exter-
nal pressure is decreased slightly by removing one of the
infinitessimally small weights (Fig. 3-3b), the volume of the
system increases and the vapor pressure fallsinfinitesimally.
Water then evaporates to maintain the vapor pressure con-
stant at its original value, and heat is extracted from the bath
to keep the temperature constant and bring about the vapor-
ization. During this process, a heat exchange between the
system and the temperature bath will occur.

On the other hand, if the external pressure is increased
dlightly by adding aninfinitesimal ly small weight (Fig. 3-3¢),
the system is compressed and the vapor pressure also rises
infinitesimally. Some of the water condenses to reestab-
lish the equilibrium vapor pressure, and the liberated heat

P (pressure)

Piston

:

h

|

A (area-)

Fig. 3-2. A cylinder with a weightless and frictionless piston.
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(b) ()

(©

Fig. 3-3. A reversible process: evaporation and condensation of water at 1 atm in a closed system.
(a) System at equilibriumwith P,, =1 atm; (b) expansion s infinitesimal; (c) compression is infinitesimal.

is absorbed by the constant-temperature bath. If the pro-
cess could be conducted infinitely slowly so that no work
is expended in supplying kinetic energy to the piston, and if
the piston is considered to be frictionless so that no work is
done against the force of friction, al the work is used to
expand or compress the vapor. Then, because this processis
alwaysin astate of virtual thermodynamic equilibrium, being
reversed by an infinitesimal change of pressure, it is said to
be reversible. If the pressure on the system is increased or
decreased rapidly or if the temperature of the bath cannot
adjust instantaneously to the change in the system, the sys-
tem is not in the same thermodynamic state at each moment,
and the processisirreversible.

Although no real system can be made strictly reversible,
some are nearly so. One of the best examples of reversibility
is that involved in the measurement of the potential of an
electrochemical cell using the potentiometric method.

Maximum Work

The work done by a system in an isothermal expansion pro-
cessis at amaximum when it is done reversibly. This state-
ment can be shown to be true by the following argument.
No work is accomplished if an ideal gas expands freely into
a vacuum, where P = 0, because any work accomplished
depends on the external pressure. As the external pressure
becomesgreater, morework isdoneby thesystem, and it rises
to a maximum when the external pressure is infinitesimally
less than the pressure of the gas, that is, when the processis
reversible. Of course, if the external pressure is continually
increased, the gas is compressed rather than expanded, and
work is done on the system rather than by the system in an
isothermal reversible process.

Then the maximum work done for a system that is
expanded in reversible fashion is

Va

2
W:/dw=_/PdV
1

Vi

(3-8

where Pe, wasreplaced by P because the external pressureis
only infinitesimally smaller than the pressureof thesystem. In
similar fashion, it can be deduced that the minimum work in
areversible compression of the system will also lead to equa-
tion (3-8), because at each stage Pe is only infinitesimally
larger than P. Theright term in equation (3-8) isdepicted in
the shaded area in Figure 3-4, which represents the maxi-
mum expansion work or the minimum compression work in
areversible process.

A gas expands by 0.5 liter against a constant pressure of 0.5 atm at
25°C. What is the work in ergs and in joules done by the system?

W = PAV
latm = 1.013 x 10° dynes/cm’
W = (0.507 x 10° dynes/cm?) x 500 cm?
= 2.53 x 10% ergs = 25.3 joules

The following example demonstrates the kind of problem that can
be solved by an application of the first law of thermodynamics.

The externa pressure in equation (3-8) can be replaced by
the pressure of an ideal gas, P = nRT/V, and by ensuring
that the temperature of the gas remains constant during the
change of state (isothermal process); then one can take nRT
outside the integral, giving the equation

Va
\
Whax = /dwmax = —nRT/ dv (3-9)
Vi

V,
Whax = —nNRT In —=
max V]_

(3-10)

Note that in expansion, V, > V4, and In(V,/V,) is a positive
quantity; therefore, the work is done by the system, so that
its energy decreases (negative sign). When the opposite is
true, Vo < Vi, and In(V,/V1) is hegative due to gas compres-
sion, work is done by the system, so that its energy increases
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Pdv
Vl
Final state
Vl VZ V
|
System B B < P_

Fig. 3-4. Reversible expansion of a gas.

(positive sign). The process itself determines the sign of W
and AE.

Equation (3-10) gives the maximum work done in the
expansion as well as the heat absorbed, because Q = AE —
W, and, as will be shown later, AE is equal to zero for an
idea gas in an isothermal process. The maximum work in
an isothermal reversible expansion may also be expressed in
terms of pressure because, from Boyle'slaw, V,/V1 = P41 /P>
at constant temperature. Therefore, equation (3—10) can be
written as

P
Winax = —NRT In Fl (3-11)

2

One mole of water in equilibrium with its vapor is converted into
steam at 100°C and 1 atm. The heat absorbed in the process (i.e.,
the heat of vaporization of water at 100°C) is about 9720 cal/mole.
What are the values of the three first-law terms Q, W, and AE?

The amount of heat absorbed is the heat of vaporization, given
as 9720 cal/mole. Therefore,

O = 9720 cal/mole

The work W performed against the constant atmospheric pressure
is obtained by using equation (3-10), W = —nRT In(V,/V}). Now,
V; is the volume of 1 mole of liquid water at 100°C, or about

0.018 liter. The volume V, of 1 mole of steam at 100°C and 1 atm is
given by the gas law, assuming that the vapor behaves ideally:

RT  0.082 x 373
P 1

It is now possible to obtain the work,
W = —(1mole)(1.9872 cal/K mole) (398.15K)In(30.6,/0.018)
W = —5883 cal

Vv, = 30.6 liters

Theinternal energy change AE is obtained from the first-law expres-
sion,

AE = 9720 — 5883 = 3837 cal

Therefore, of the 9720 cal of heat absorbed by 1 mole
of water, 5883 cal is employed in doing the work of expan-
sion, or “PV work,” against an external pressure of 1 atm.
The remaining 3837 cal increases the internal energy of the
system. This quantity of heat supplies potential energy to the
vapor molecules, that is, it represents the work done against
the noncovalent forces of attraction.

What is the maximum work done in the isothermal reversible expan-
sion of 1 mole of an ideal gas from 1 to 1.5 liters at 25°C?

The conditions of this problem are similar to those of Exam-
ple 3-2, except that equation (3—10) can now be used to obtain the
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(maximum) work involved in expanding reversibly this gas by
0.5 liters; thus,

W = —(1mole) (8.3143 joules/K mole) (298.15K)In(1.5/1.0)
W = —1005.3 joules

When the solution to Example 3- 4 (work doneinareversible
fashion) is contrasted with the results from Example 3-3
(work donein one stage against afixed pressure), it becomes
apparent that the amount of work required for expansion
between separate pathways can dramatically differ.

Changes of State at Constant Volume

If the volume of the system is kept constant during a change

of state, dV = 0, thefirst law can be expressed as
dE=dQ, (3-12)

where the subscript V indicates that volume is constant. Sim-
ilarly, under these conditions the combined equation (3-4) is

reduced to
JoE
= — T
dav < 3T)v ‘

This equation relates the heat transferred during the process
at constant volume, d Q,, with the change in temperature,
dT. Theratio between these quantities defines the molar heat
capacity at constant volume:

—~ _ dqv oE
&= =),

Ideal Gases and the First Law

(3-13)

(3-14)

An ideal gas has no internal pressure, and hence no work
needs be performed to separate the molecules from their
cohesive forces when the gas expands. Therefore, dw = O,
and thefirst law becomes

dE = diq (3-15)

Thus, the work done by the system in the isothermal expan-
sion of an ideal gasisequal to the heat absorbed by the gas.
Because the processis doneisothermally, thereis no temper-
ature changeinthesurroundings, dT = 0, and g = 0. Equation
(3-5) isreduced to

oE
E= —_— V:
‘ <BV>Td 0

Inthisequation, dV # 0 because there has been an expansion,
so that we can write

oE
=) =0
(),

Equation (3—17) suggests that the internal energy of an ideal
gasisafunction of the temperature only, which is one of the
conditions needed to define an ideal gas in thermodynamic
terms.

(3-16)

(3-17)

Changes of State at Constant Pressure

When the work of expansion is done at constant pressure,
W= —P AV = —P(V, — V3) by equation (3-7), and under
these conditions, the first law can be written as

AE =Qp —P(V2— V1) (3-18)

where Qp is the heat absorbed at constant pressure. Rear-
ranging the equation resultsin

Qp =Ex—E1+P(Vo— V1)
=(E2+ PVy) — (E1+ PVy) (3-19)

The term E + PV is called the enthalpy, H. The increase
in enthalpy, AH, is equal to the heat absorbed at constant
pressure by the system. It isthe heat required to increase the
internal energy and to perform thework of expansion, as seen
by substituting H in equation (3-19),

Qp = Hy — Hy = AH (3-20)
and writing equation (3-18) as
AH = AE + PAV (3-21)
For an infinitesimal change, one can write as
dgp = dH (3-22)

The heat absorbed in a reaction carried out at atmospheric
pressureisindependent of the number of steps and the mech-
anism of the reaction. It depends only on theinitial and final
conditions. This fact will be used in the section on thermo-
chemistry.

It should also be stressed that AH = Qp only when non-
atmospheric work (i.e., work other than that against the atmo-
sphere) is ruled out. When electric work, work against sur-
faces, or centrifugal forces are considered, one must write
as

AH = QP — Whonam (3_23)

The function H is a composite of state properties, and there-
foreit is also a state property that can be defined as an exact
differential. If T and P are chosen as variables, dH can be

written as
oH oE
dH=|— | dT — | dP
(aT)p +<8P>T
When the pressureisheld constant, as, for example, when

areaction proceeds in an open container in the laboratory at
essentially constant atmospheric pressure, equation (3-24)

becomes
dH = (ﬁ) dT
aT )

Becausediqp = dH at constant pressure according to equa-
tion (3-22), the molar heat capacity Cp at constant pressure

is defined as
=~ _dgp  [OH
CF’:d—T—(ﬁ)P

(3-24)

(3-25)

(3-26)
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TABLE 31

MODIFIED FIRST-LAW EQUATIONS FOR PROCESSES OCCURRING UNDER VARIOUS CONDITIONS

Modification of the First
Law, dE = dq + dw, Under

Common Means for
Establishing the

Specified Conditions Process Condition the Stated Condition
(a) Constant heat tig=0 Adiabatic Insulated vessel, such asa dE = tiw
Dewar flask
(b) Reversible process at a dT=0 Isothermal Constant-temperature bath tw = W
constant temperature
(c) Ideal gas at a constant (BE/8V)r =0 Isothermal Constant-temperature bath dE =0, tig = —tlw
temperature
(d) Constant volume dv=0 Isometric Closed vessel of constant tiw = —PdV =0,dE = Q,
(isochoric) volume, such as a bomb
calorimeter
(e) Constant pressure dP =0 Isobaric Reaction occurring in an dH = Qp
open container at constant dE = dH — PdV

(atmospheric) pressure

and for a change in enthalpy between products and reac-
tants,

AH = Hproducts - Hreactants
equation (3-26) may be written as

dAH)]
|5, e

where ACp = (Cp)products — (Cp)reactants- Equation (3-27) is
known as the Kirchhoff equation.

(3-27)

Summary

Some of the special restrictions that have been placed on the
first law up to this point in the chapter, together with the
resultant modifications of the law, are brought together in
Table 3—1. A comparison of the entriesin Table 3—1 with the
material that has gone before will serve as a comprehensive
review of thefirst law.

THERMOCHEMISTRY

Many chemical and physical processes of interest are car-
ried out at atmospheric (essentially constant) pressure. Under
this condition, the heat exchanged during the process equals
the change in enthalpy according to equation (3-20), Qp =
AH. Thus, the change in enthal py accompanying achemical
reaction remains a function only of temperature as stated in
equation (3-27). A negative AH and Qp means that heat is
released (exothermic); apositive value of AH and Qp means
that heat is absorbed (endothermic). It is also possible that
a reaction takes place in a closed container; in such a case
the heat exchanged equalsthe changeininternal energy (i.e.,
Qv = AE).

Thermochemistry deals with the heat changes accompa-
nying isothermal chemical reactions at constant pressure or

volume, from which values of AH or AE can be obtained.
These thermodynamic properties are, of course, related by
the definition of H, equation (3-21). In solution reactions,
the P A V terms are not significant, so that AH = AE. This
close approximation does not hold, however, for reactions
involving gases.

Heat of Formation
For any reaction represented by the chemical equation
aA +bB =cC+dD
the enthalpy change can be written as
AH = Z H products — Z Hreactants

AH = Cﬁc—l—dﬁD — aﬁ/.\ — bﬁB

(3-28)
(3-29)

where H = enthalpy per mole (called the molar enthalpy)
and a, b, ¢, and d are stoichiometric coefficients. It is known
that only the molar enthal pies of compounds, either as reac-
tants or products, contribute to the change of enthalpy of a
chemical reaction. Enthalpies are al relative magnitudes, so
it is useful to define the heat involved in the formation of
chemical compounds.

One can, for instance, choose the reaction of formation of
carbon dioxide from its elements,

Ci + Oz = COxg);  AH{(5.¢) = —94,052 cd  (3-30)
Here
AHf 50 = H(CO,, g, 1am) — H(C, s, 1atm)
—H(Oz, g, 1am) (3-31)

The subscripts represent the physical states, (s) standing for
solid and (g) for gas. Additional symbols, (1) for liquid and
(ag) for dilute agueous solution, will be found in subsequent
thermochemical equations.
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== (FY CONCEP [ BPVDEG
ENTHALPY

Inthermodynamics, the convention of assigning zero enthalpy
to all elements in their most stable physical state at 1 atm
of pressure and 25°C is known as choosing a standard or
reference state:

H(compound) = AH;

If the H values for the elements C(s) and Oz(q) are chosen
arbitrarily to be zero, then according to equation (3-31), the
molar enthalpy of the compound, H(CO,, g, 1 atm), is equal
to the enthalpy of the formation reaction, AH¢ ,s.q,, for the
process in equation (3-30) at 1 atm of pressure and 25°C.

The standard heat of formation of gaseous carbon dioxide
iSAH f(25:c) = — 94,052 cal. Thenegativesign accompanying
the value for AH signifies that heat is evolved, that is, the
reaction is exothermic. The state of matter or allotropic form
of the elementsal so must be specified in defining the standard
state. Equation (3—30) statesthat when 1 moleof solid carbon
(graphite) reacts with 1 mole of gaseous oxygen to produce
1 mole of gaseous carbon dioxide at 25°C, 94,052 cal is
liberated. This means that the reactants contain 94,052 cal in
excess of the product, so that this quantity of heat is evolved
during the reaction. If the reaction were reversed and CO,
were converted to carbon and oxygen, the reaction would be
endothermic. It would involve the absorption of 94,052 cal,
and AH would have a positive value.

The standard heats of formation of thousands of com-
pounds have been determined, and some of these are given
in Table 3-2.

STANDARD HEATS OF FORMATION AT 25°C*

AH° AH°
Substance (kcal/mole) Substance (kcal/mole)
Ha) 0
Hg 52.09 Methane -17.889
Oz(g) 0 Ethane(g) —20.236
O 59.16 Ethyleneg 12.496
log) 14.88 Benzeneg, 19.820
HzO(g) -57.798 Benzenem 11.718
H20(|) —68.317 Acetad dehyde(g) —39.76
HCl —22.063 Ethyl alcohol g, —66.356
Hig 6.20 Glyciney —-126.33
COyg —94.052 Acetic acidy -116.4

*From F. D. Rossini, K. S. Pitzer, W. J. Taylor, et al., Selected Values of
Properties of Hydrocarbons (Circular of the National Bureau of Standards 461),
U.S. Government Printing Office, Washington, D.C., 1947; F. D. Rossini, D. D.
Wagman, W. H. Evans, et a., Selected Values of Chemical Thermodynamic
Properties (Circular of the National Bureau of Standards 500), U.S.
Government Printing Office, Washington, D.C., 1952.

Hess's Law and Heat of Combustion

It is not possible to directly measure the heats of formation
of every known compound asin equation (3—30). Incomplete
or sidereactions often complicate such determinations. How-
ever, asearly as 1840, Hess showed that because AH depends
only on theinitial and final states of a system, thermochem-
ical equations for several stepsin areaction could be added
and subtracted to obtain the heat of the overall reaction. The
principle is known as Hess’s law of constant heat summa-
tion and is used to obtain heats of reaction that are not easily
measured directly.

EXAMPLE 35|

It is extremely important to use the heat of combustion, that is, the
heat involved in the complete oxidation of 1 mole of a compound at
1 atm pressure, to convert the compound to its products. For
instance, the formation of methane is written as

Ce + 2Hyy = CHyy; AHj

F(25°0)

and the combustion of methane is written as
CHy + 205 = COyq + 2H;0q);
AH°®

‘comb(25°C) =

—212.8 kcal

The enthalpies of formation of both CO,, and H,O, have been
measured with extreme accuracy; therefore, AH}’(ZSQC) for methane
gas can be obtained by subtracting AH7 5., of COy and twice
that of H,O, from the heat of combustion:

COy + 2H,0) = CHiyg) + 205
AH° = +212.8 kcal

comb f(25° C) —

Co + Oy = COse;  AHjp50c) = —94.052 keal

!

2 (Hy, + 205 = Hy0yy; 2(AHj 50 = —68.317)

C +2Hyy = CHy
AHjs5.¢(CHyy 8) = —AHG,, + AHy(CO,, 8)

+2 X AH(H,0,1)
= 212.8 kcal + (—94.052 kcal) + 2(—68.317 kcal)
= —17.886 kcal

The heat of formation of CHyg), methane, is reported in Table 3-2
as —17.889.

Heats of Reaction from Bond Energies

In Chapter 2, energies of bonding were discussed in terms of
binding forcesthat hold molecules (intramolecular bonding)
or states of matter (noncovalent forces) together. For exam-
ple, the energies associated with covalent bonding between
atoms range from 50 to 200 kcal/mole. These figures encom-
pass many of the types of bonding that you learned about
in general and organic chemistry courses, including double
and triple bonds that arise from m-€electron orbital overlap,
but they are weaker than covalent o -electron orbital bonds.
Electrovalent or ionic bonds occurring between atoms with
opposing permanent charges can be much stronger than a
covalent bond. In a molecule, the forces enabling a bond
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to form between atoms arise from a combination of attrac-
tive and repulsive energies associated with each atom in the
molecule. These forces vary in strength because of interplay
between attraction and repulsion. Therefore, the net bonding
energy that holds a series of atoms together in amoleculeis
the additive result of all the individual bonding energies.

In a chemical reaction, bonds may be broken and new
bonds may be formed to give rise to the product. The net
energy associated with the reaction, the heat of reaction, can
be estimated from the bond energies that are broken and the
bond energies that are formed during the reaction process.
Many of the common covalent and other bonding-type ener-
gies can be commonly found in books on thermodynamics,
like the ones listed in the footnote in the opening of this
chapter.

The covalent bonding energy in the reaction
H H
H,C=CH,+Cl—Cl — C1—-C — C—Cl
H H

can be calculated from knowing a C=C bond is broken (requiring
130 kcal), a C1—Cl bond is broken (requiring 57 kcal), a C—C bond
is formed (liberating 80 kcal), and two C—CIl bonds are formed
(liberating 2 x 78 or 156 kcal). Thus, the energy AH of the reaction
is

AH =130+ 57 — 80 — 156 = —49kcal

Because 1 cal = 4.184 joules, —49 kcal is expressed in SI units as
—2.05 x 10° joules.

The foregoing process is not an idealized situation; strictly speak-
ing, it applies only to reactions in a gas phase. If there is a change
from a gas into a condensed phase, then condensation, solidification,
or crystallization heats must be involved in the overall calculations.
This approach may find some use in estimating the energy associated
with chemical instability.

Additional Applications of Thermochemistry

Thermochemical data are important in many chemical cal-
culations. Heat-of-mixing data can be used to determine
whether a reaction such as precipitation is occurring during
the mixing of two salt solutions. If no reaction takes place
when dilute solutions of the salts are mixed, the heat of reac-
tioniszero.

The constancy of the heats of neutralization obtained
experimentally when dilute aqueous solutions of various
strong acids and strong bases are mixed shows that the reac-
tion involves only

H+(aq) + OH_(a]) = H20(|), AHog.c = —13.6 kcal (3—32)

No combination occurs between any of the other speciesina
reaction such as

HC|(aq) + NaOH(aq) = H20(|) + Na+(aq) + CI_(aq)

because HCI, NaOH, and NaCl are completely ionized in
water. In the neutralization of aweak electrolyte by a strong

acid or base, however, thereactioninvol vesionizationinaddi-
tion to neutralization, and the heat of reaction is no longer
constant at about —13.6 kcal/mole. Because some heat is
absorbed in the ionization of the weak electrolyte, the heat
evolved falls below the value for the neutralization of com-
pletely ionized species. Thus, knowledge of AH of neutral-
ization allows one to differentiate between strong and weak
electrolytes.

Another important application of thermochemistry is the
determination of the number of calories obtained from vari-
ous foods. The subject is discussed in biochemistry texts as
well as books on food and nutrition.

THE SECOND LAW OF THERMODYNAMICS

Inordinary experience, most natural phenomenaare observed
as occurring only in one direction. For instance, heat flows
spontaneously only from hotter to colder bodies, whereastwo
bodies having the same temperature do not evolve into two
bodies having different temperatures, even though the first
law of thermodynamics does not prohibit such a possibility.
Similarly, gases expand naturally from higher to lower pres-
sures, and solute molecules diffuse from a region of higher
to one of lower concentration. These spontaneous processes
will not proceed in reverse without the intervention of some
external forceto facilitate their occurrence. Although sponta-
neous processes are not thermodynamically reversible, they
can becarried out in anearly reversible manner by an outside
force. Maximum work is obtained by conducting a sponta-
neous process reversibly; however, the frictional losses and
the necessity of carrying out the process at an infinitely slow
rate preclude the possibility of complete reversibility in real
processes.

The first law of thermodynamics simply observes that
energy must be conserved whenit isconverted from oneform
to another. It has nothing to say about the probability that a
processwill occur. The second law refersto the probability of
the occurrence of a process based on the observed tendency
of asystem to approach a state of energy equilibrium.

The historical development of the thermodynamic prop-
erty that explains the natural tendency of the processes to
occur, how called entropy, has its origins in studies of the
efficiency of steam engines, from which the following obser-
vation was made: “A steam engine can do work only with a
fall in temperature and a flow of heat to the lower tempera-
ture. No useful work can be obtained from hest at constant
temperature.” Thisisoneway to state the second law of ther-
modynamics.

The Efficiency of a Heat Engine

An important consideration is that of the possibility of con-
verting heat into work. Not only is heat isothermally unavail-
able for work, it can never be converted completely into
work.
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The spontaneous character of natural processes and the
limitations on the conversion of heat into work constitute the
second law of thermodynamics. Falling water can be made
to do work owing to the difference in the potential energy at
two different levels, and electric work can be done because
of the difference in electric potential (emf). A heat engine
(such as a steam engine) likewise can do useful work by
using two heat reservairs, a “source” and a “sink,” at two
different temperatures. Only part of the heat at the source is
converted into work, with the remainder being returned to the
sink (which, in practical operations, isoften the surroundings)
at the lower temperature. The fraction of the heat, Q, at the
source converted into work, W, is known as the efficiency of
the engine:

Efficiency = % (3-33)
The efficiency of even a hypothetical heat engine operating
without friction cannot be unity because W isalwayslessthan
Q in acontinuous conversion of heat into work according to
the second law of thermodynamics.

Imagine ahypothetical steam engine operating reversibly
between an upper temperature Th; and a lower temperature
Teolg- It @bsorbsheat Qo fromthe hot boiler or source, and by
means of the working substance, steam, it converts the quan-
tity W into work and returns heat Qg4 to the cold reservoir
or sink. Carnot, in 1824, proved that the efficiency of such an
engine, operating reversibly at every stageand returningtoits
initial state (cyclic process), could be given by the expression

W Qnot — Qcold
Qhot Qhot
It is known that heat flow in the operation of the engine fol-
lows the temperature gradient, so that the heat absorbed and
rejected can be related directly to temperatures. Lord Kelvin
used theratios of the two heat quantities Qo and Qg Of the
Carnot cycle to establish the Kelvin temperature scale:

Qhot _ Thot

Qcold - Tcold
By combining equations (3-33) through (3-35), we can de-
scribe the efficiency by

- Qhot - Qcold Thot - Tcold
Effic ney Qhot Thot

It is observed from equation (3-36) that the higher Ty
becomes and the lower T q becomes, the greater is the effi-
ciency of theengine. When T4 reaches absol ute zero on the
Kelvin scale, the reversible heat engine converts heat com-
pletely intowork, anditstheoretical efficiency becomesunity.
This can be seen by setting Teoq = 0 in equation (3-36).
Because absolute zero is considered unattainable, however,
an efficiency of 1 isimpossible, and heat can never be com-
pletely converted to work. Thisstatement can bewritten using
the notation of limits as follows:

(3-34)

(3-35)

(3-36)

. W
lim —=1

= 3-37
Teold—0 Q ( )

If Thot = Tcalg iN €quation (3—36), the cycleisisothermal and
the efficiency is zero, confirming the earlier statement that
heat is isothermally unavailable for conversion into work.

EXAMPLE 3-7

A steam engine operates between the temperatures of 373 and 298 K.
(a) What is the theoretical efficiency of the engine? (b) If the engine
is supplied with 1000 cal of heat Oy, what is the theoretical work

in ergs?
(@
. w 373 — 298
Efficiency = O =33 - 0.20, or 20%
(®)

W = 1000 x 0.20 = 200 cal
200 cal x 4.184 x 107 ergs/cal = 8.36 x 10° ergs

Entropy

In analyzing the properties of reversible cycles, one feature
was unveiled; the sum of the quantities Qe /T is zero for
the cycle, that is,

Qhot + Qcold _

Thot Tcold

This behavior is similar to that of other state functions such
as AE and AH; Carnot recognized that when Qye,, a path-
dependent property, isdivided by T, anew path-independent
property is generated, called entropy. It is defined as

_ Qrev
T
and for an infinitesimal change,

oH

Thus, the term Qnot/ Thot IS known as the entropy change of
the reversible process at Thot, and Qcoia/ Teolg 1S the entropy
change of thereversible process at Tcyg. The entropy change
ASpt during the absorption of heat from T, iSpositive, how-
ever, because Qn; ispositive. At thelower temperature, Qcglg
is negative and the entropy change ASqyq IS negative. The
total entropy change ASgye in the reversible cyclic process
iszero. Let us use the datafrom Example 37 to demonstrate
this. It can be seen that only part of the heat Qe (1000 cal) is
converted to work (200 cal) in the engine. The differencein
energy (800 cal) isthe heat Qgqq that is returned to the sink
at the lower temperature and is unavailable for work. When
the entropy changes at the two temperatures are cal cul ated,
they are both found to equal 2.7 cal/deg:

1000 cdl

0 (3-38)

AS

(3-39)

(3-40)

_ Qhot,rev

AS = = 2.7cdl/d
Tro 373 eg
Qcold rev 800 cal
A = — . = — = —27
S Tong 208 cal/deg
Therefore,

AScycle = ASpot + AScoig =0
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It may also be noted that if Qng IS the heat absorbed by
an engine at T, then —Qpgr Must be the heat lost by the
surroundings (the hot reservair) at Ty, and the entropy of
the surroundingsis

Q hot
Thot

Hence, for any system and its surroundings or universe,
(3-42)

ASgyr = — (3-41)

ASuniv = ASsyst + ASsurr =0

Therefore, there are two cases in which AS = 0: (a) asys
tem in a reversible cyclic process and (b) a system and its
surroundings undergoing any reversible process.

In an irreversible process, the entropy change of the total
system or universe (a system and its surroundings) is always
positive because ASgyy is always less than ASgq inanirre-
versible process. In mathematical symbols, we write,

ASyniv = ASgyg + ASgqyr > 0 (3-43)

and this can serve as a criterion of spontaneity of areal pro-
cess.

Equations (3—42) and (3—43) summarize all of the possi-
bilities for the entropy; for irreversible processes (rea trans-
formations) entropy alwaysincreasesuntil it reachesitsmaxi-
mum at equilibrium, at which pointitremainsinvariable(i.e.,
change equals zero).

Two examples of entropy calculations will now be given,
first, areversible process, and second, anirreversible process.

EXAMPLE 3-8

What is the entropy change accompanying the vaporization of 1
mole of water in equilibrium with its vapor at 25°C? In this reversible
isothermal process, the heat of vaporization A H, required to convert
the liquid to the vapor state is 10,500 cal/mole.

The process is carried out at a constant pressure, so that Op =
AH,, and because it is a reversible process, the entropy change can
be written as

_ AH, _ 10,500

AS T ~— 298

= 35.2 cal/mole deg

The entropy change involved as the temperature changes is
often desired in thermodynamics; this relationship is needed
for thenext example. Theheat absorbed at constant pressureis
given by equation (3-26), dlgp = Cp, dT, and for areversible
process

CP aT d Qrev
= =ds 3-44
T T ( )
Integrating between T, and T, yields
T T
AS =Cpln=2 =2303Cplog-2  (3-45)
Ty Ty

Compute the entropy change in the (irreversible) transition of 1 mole
of liquid water to crystalline water at —10°C, at constant pressure.
The entropy is obtained by calculating the entropy changes for sev-
eral reversible steps.

First consider the reversible conversion of supercooled liquid
water at —10°C to liquid water at 0°C, then change this to ice
at 0°C, and finally cool the ice reversibly to —10°C. The sum of
the entropy changes of these steps gives ASyater. To this, add the
entropy change undergone by the surroundings so as to obtain the
total entropy change. If the process is spontaneous, the result will
be a positive value. If the system is at equilibrium, that is, if liquid
water is in equilibrium with ice at —10°C, there is no tendency for
the transition to occur, and the total entropy change will be zero.
Finally, if the process is not spontaneous, the total entropy change
will be negative.

The heat capacity of water is 18 cal/deg and that of ice is 9 cal/deg
within this temperature range.

The reversible change of water at —10°C to ice at —10°C is
carried out as follows:

Tna
H,0q, 1y — H20q0); AS = Cpln Tﬁ L =0.67
initial
Grev —1437
H,0 ¢ H;040); AS=— = —— = —-5.26
290,00 > H2Y(s,00) T 273.2
TI“‘mal
H20(S’00) — Hzo(s,—1o°)§ AS = Cp In — = —0.34

initial

H20q,-10°) — H2Og,—100);  ASn,0 = —4.93 cal/mole deg

The entropy of water decreases during the process because AS is
negative, but the spontaneity of the process cannot be judged until
one also calculates AS of the surroundings.

For the entropy change of the surroundings, the water needs to be
considered to be in equilibrium with a large bath at —10°C, and the
heat liberated when the water freezes is absorbed by the bath without
a significant temperature increase. Thus, the reversible absorption
of heat by the bath is given by

Ory 1343
T ~ 263.2
where 1343 cal/mole is the heat of fusion of water at —10°C. Thus,
AStota] system — ASHZO + ASbath
= —4.91+5.10
= 0.17 cal/mole deg

ASur = — = 5.10 cal/mole, deg

The process in Example 3-8 is spontaneous because
AS > 0. This criterion of spontaneity is not a convenient
one, however, becauseit requires a cal culation of the entropy
change both in the system and the surroundings. The free
energy functions, to betreatedin alater section, donot require
information concerning the surroundings and are more suit-
able criteria of spontaneity.

Entropy and Disorder

The second law provides a criterion for deciding whether a
process follows the natural or spontaneous direction. Even
though the causes for the preference for a particular direc-
tion of change of state or the impossibility for the reverse
direction are unknown, the underlying reason is not that the
reverse process is impossible, but rather that it is extraordi-
narily improbable.

Thermodynamic systems described by macroscopic prop-
erties such as T, P, or composition can also be described
in terms of microscopic quantities such as molecular ran-
dom motions. The microscopic or molecular interpretation of
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Fig. 3-5. Free expansion of a gasin
a closed system.

entropy is commonly stated as a measure of disorder owing
to molecular motion. Asdisorder increases, entropy will also
increase. The impossibility of converting all thermal energy
into work results from the “disorderliness’ of the molecules
existing in the system. Disorder can be seen as the number
of ways the inside of a system can be arranged so that from
the outside the system looks the same. A quantitative inter-
pretation of entropy was given long before by Boltzmann;
the equation for the entropy of a system in a given thermo-
dynamic state is

S=kInO (3-46)

wherek isthe Boltzmann constant and O isthe number of mi-
croscopic states or configuration that the system may adopt.
Unlike the thermodynamic definition of entropy in equation
(3-39) or (3—40), to understand what a configuration means
(i.e., 0), astructural model of the system is needed.

L et usimaginethat the system consistsof agasin aclosed
container that isallowed to expand freely into avacuum (Fig.
3-5). Theinitia state corresponds to V; and the final state
corresponds to V,, which islarger than Vy: Vi = %Vs.

If only one gas particle isin the initial state, statistically
there are two equal possibilities for a particle to occupy Vo,
whereas only one exists for V1. In other words, the probabil -
ity P for that particleto stay in V1 isP = ¥, (Fig. 3-6a). Now
consider two independent particles; the probability of finding
both in V; after V, isavailableisP = (¥,)? = ¥, (Fig. 3-6b).
For three particles there are eight possible configurations, so
the probability for all particles to stay in V; is only Y. For
a system composed of N particles the probability becomes
P = (%2)N. Now, if N is on the order of regular molecular
quantities, that is, ~10% molecules, the probability of find-
ing al of them in the initia state is extraordinarily small,
P = ()",

Thus, in this model system, by changing from the initial
state V; to afina state V,, we significantly increase the num-
ber of distribution possibilities of the N particles. Once the
system has expanded, it is extremely improbable that they
will be found by chance only in V;. For this simple system,
the probability expressed by the number of configurations

after an irreversible process from state 1 to state 2 is gener-
ally related to the volumes as

P = (01/02) = (V1/ V)" (3-47)

and, therefore, the change of entropy for 1 mole of gas is
given by

AS =S, — S; =kIn(0O1/03) = kNa In(V1/Vy) (3-48)

From the standpoint of this simple model, the isothermal
expansion of an ideal gas increases the entropy because of

V2
@ v,

S

(b)

Fig.3-6. (a) The two possible states of a system of one molecule. (b)
The four possible states of a system of two independent molecules.
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the enhanced number of configurations in a larger volume
compared to asmaller one. The larger the number of config-
urations, the more disordered a system is considered. Thus,
the increase in entropy with increasing number of configu-
rations is nicely described by Boltzmann concept given in
equation (3—46).

THE THIRD LAW OF THERMODYNAMICS

The third law of thermodynamics states that the entropy of a
pure crystalline substanceis zero at absol ute zero because the
crystal arrangement must show the greatest orderlinessat this
temperature. In other words, a pure perfect crystal has only
one possi ble configuration, and according to equation (3—46),
its entropy is zero [i.e., S = k In(1) = 0]. As a consegquence
of the third law, the temperature of absolute zero (0 K) is not
possibleto reach even though sophisticated processesthat use
the orientation of electron spins and nuclear spins can reach
very low temperatures of 2 x 102 and 105 K, respectively.

The third law makes it possible to calculate the absolute
entropiesof puresubstancesfrom equation (3—44) rearranged
as

dqrev, i

=yt

+ So (3-49)
where Sy is the molar entropy at absolute zero and St isthe
absolute molar entropy at any temperature. The magnitude
diqre, can be replaced by the corresponding Cp dT values
at constant pressure according to equation (3-26), so that St
may be determined from knowledge of the heat capacitiesand
theentropy changesduring aphase change asthetemperature
rises from O K to T. The following equation shows St for a
substance that undergoestwo phase changes, melting (m) and
vaporization (v):

Tm Ty
CpdT AH Cp dT
s 2/ P m+/ P
T Tm T
0 Tm
T
AHV+/CP dT
Tv T

Tv

where Sy = 0 has been omitted. Each of these terms can
be evaluated independently; in particular, the first integral
is calculated numerically by plotting Cp/T versus T. Below
20 K few data are available, so that it is customary to apply
the Debye approximation Cp = aT?, joules'mole K in this
region.

FREE ENERGY FUNCTIONS AND APPLICATIONS

Thecriterionfor spontaneity given by the second law requires
the knowledge of the entropy changes both in the system and
the surroundings as stated in equation (3—43). It may be very

useful, however, to have a property that depends only on the
system and neverthel ess indicates whether a process occurs
in the natural direction of change.

Let us consider an isolated system composed of a closed
container (i.e., the system) in equilibrium with atemperature
bath (i.e., the surroundings) as illustrated in Figure 3-1d,
then according to equations (3—42) and (3-43), the resulting
equation is

ASisolatedsystem = ASsyst + ASwrr >0 (3_50)

Equilibrium is a condition where the transfer of heat oc-
curs reversibly; therefore, at constant temperature, ASgyr =
—ASwst and

Qrev
T

Now, renaming ASg¢ = AS and Qrey = Q, wewrite equation
as

ASsurr = - (3—51)

AS — g >0 (3-52)
which can also be written in the following way:
Q-TAS<O (at T = const) (3-53)

For a process at constant volume, Q, = AE, so equation
(3-53) becomes

AE—-TAS <0 (& T =const,V = const) (3-54)

In the case of a process at constant pressure, Qp = AH, and
AH-TAS<O0 (at T = const, P = const) (3-55)

Equations (3-54) and (3-55) are combinations of the first
and second laws of the thermodynamics and express both
equilibrium (=) and spontaneity (<) conditions depending
only on the properties of the system; therefore, they are of
fundamental practical importance. The terms on the left of
equations (3-54) and (3-55) are commonly defined as the
Helmholtz free energy or work function A,

A=E-TS (3-56)
and the Gibbs free energy G,
G=H-TS 3-57)

respectively, which aretwo new state properties because they
are composed of state variables E, H, T, and S. Thus, equi-
librium and spontaneity conditions are reduced to only

AA =0 (3-58)
AG =0 (3-59)

(at T = const,V = const)
(at T = const, P = const)

Maximum Net Work

The second law of the thermodynamics expressed in equation
(3-53) for an isothermal process can be combined with the
conservation of energy by substituting Q = AE — W, yielding

AE—-W —TAS=0 (3-60)
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TABLE 3-3
CRITERIA FOR SPONTANEITY AND EQUILIBRIUM

Sign of Function

Function Restrictions Spontaneous Nonspontaneous Equilibrium
Total system,

ASyniverse AE=0,AV=0 4+ or >0 —or <0 0

AG AT=0,AP=0 —or <0 +or >0 0

AA AT=0,AV=0 —or <0 +or >0 0

In this case, W represents all possible forms of work avail-
ableand not only PV work (i.e., expansion or compression of
the system). The system does maximum work (Wma) when
it isworking under reversible conditions; therefore, only the
equality in equation (3-60) applies. By including the defini-
tion for A in equation (3—60), we obtain

AA—Wpnx =0 or AA=Wpnx (3-61)

The former equation explains the meaning of the Helmholtz
energy (which also explainswhy itiscalled awork function),
that is, the maximum work produced in an isothermal trans-
formation is equal to the change in the Helmholtz energy.

Now if W isseparated into the PV work and all other forms
of work excluding expansion or compression, W, (also called
useful work) for an isothermal process at constant pressure
equation (3-60) can be written as

AE —W, =PAV —TAS=0 (3-62)

The definition of the Gibbs energy given in equation
(3-60) can also be written as

G=E+PV-TS (3-63)

For areversible process equation, (3—-62) transformsinto
AG—-—W,=0 o AG=W, (3-64)

Equation (3—64) expresses the fact that the change in Gibbs
free energy at constant temperature and pressure equals the
useful or maximum net work (W) that can be obtained from
the process. Under those circumstancesin which the PV term
isinsignificant (such asin electrochemical cells and surface
tension measurements), the free energy change is approxi-
mately equal to the maximum work.

Criteria of Equilibrium and Spontaneity

When net work can nolonger be obtained fromaprocess, G is
at aminimum, and AG = 0. This statement signifies that the
system is at equilibrium. On the other hand, from equation
(3-62) anegative free energy change writtenas AG < 0 sig-
nifiesthat the processis a spontaneous one. If AG ispositive
(AG > 0), itindicatesthat net work must be absorbed for the
reaction to proceed, and accordingly it is not spontaneous.
When the process occursisothermally at constant volume
rather than constant pressure, AA serves as the criterion for

spontaneity and equilibrium. From equation (3-58) it is neg-
ative for a spontaneous process and becomes zero at equilib-
rium.

These criteria, together with the entropy criterion of equi-
librium and spontaneity, are listed in Table 3-3.

The differencein sign between AG and ASniverse iMmplies
that the condition for a process being spontaneous has
changed from an increase of the total entropy, ASyniverse > O,
to adecrease in Gibbsfree energy, AG < 0. However, Gibbs
freeenergy isonly acompositethat expressesthetotal change
in entropy in terms of the properties of the system aone. To
prove that, let us combine equations (3—42) and (3-51) for a
reversible isothermal processinto

T ASuniverse = TAS — Qrey (a T =const) (3-65)
Then, if the pressure is constant,

T ASuniverse = TAS — AH (at T = const, P = const)

(3-66)
For the same process,
AG = AH — TAS (3-67)
and therefore
AG = —T ASyniverse (3-68)

From the former equation it is clear that the only crite-
rion for spontaneous change is an increase of the entropy of
the universe (i.e., the system and its surroundings). Chemi-
cal reactions are usually carried out at constant temperature
and constant pressure. Thus, equations involving AG are of
particular interest to the chemist and the pharmacist.

It wasoncethought that at constant pressureanegative AH
(evolution of heat) wasitself proof of aspontaneousreaction.
Many natural reactionsdo occur with an evolution of heat; the
spontaneous melting of iceat 10°C, however, isaccompanied
by absorption of heat, and a number of other examples can
be cited to provethe error of thisassumption. Thereason AH
is often thought of as a criterion of spontaneity can be seen
from the familiar expression (3-67).

If T AS issmall compared with AH, a negative AH will
occur when AG is negative (i.e., when the process is spon-
taneous). When T AS is large, however, AG may be nega-
tive, and the process may be spontaneous even though AH is
positive.
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The entropy of all systems, as previously stated, spon-
taneously tends toward randomness according to the second
law, so that the more disordered a system becomes, the higher
is its probability and the greater its entropy. Hence, equation
(3-64) can be written as

attractive energies between

Difference in bond energies or
AG =
products and reactants, AH

during the process,
T AS

One can state that AG will become negative and the reaction
will be spontaneous either when the enthalpy decreases or
the probability of the system increases at the temperature of
the reaction.

Thus, athough the conversion of ice into water at 25°C
requires an absorption of heat of 1650 cal/mole, the reaction
leads to a more probable arrangement of the molecules; that
is, anincreased freedom of molecular movement. Hence, the
entropy increases, and AS = 6 cal/mole deg is sufficiently
positive to make AG negative, despite the positive value of
AH.

Many of the complexes of Chapter 10 form in solution
with a concurrent absorption of heat, and the processes are
spontaneous only becausethe entropy changeispositive. The
increase in randomness occurs for the following reason. The
dissolution of solutes in water may be accompanied by a
decrease in entropy because both the water molecules and
the solute molecules lose freedom of movement as hydra-
tion occurs. |ncomplexation, thishighly ordered arrangement
is disrupted as the separate ions or molecules react through
coordination, and the constituents thus exhibit more freedom
in the final complex than they had in the hydrated condition.
The increase in entropy associated with this increased ran-
domness results in a spontaneous reaction as reflected in the
negative value of AG.

Conversely, some association reactions are accompanied
by adecreasein entropy, and they occur in spite of thenegative
AS only because the heat of reaction is sufficiently negative.
For example, the Lewis acid—base reaction by which iodine
is rendered soluble in agueous solution,

AHazs. = —5100cal

Change in probability
- (3-69)

(e + 12t = a;

isaccompanied by aAS of —4 cal/moledeg. Itisspontaneous
because

AG = —5100 — [298 x (—4)]
= —5100 + 1192 = —3908 cal/mole

Inthe previousexamplesthereader should not be surprised
to find a negative entropy associated with a spontaneous
reaction. The AS values considered here are the changes in
entropy of the substance alone, not of the total system, that
is, the substance and its immediate surroundings. As stated
before, when AS is used as a test of the spontaneity of a

reaction, the entropy change of the entire system must be
considered. For reactions at constant temperature and pres-
sure, which are the most common types, the change in free
energy isordinarily used asthe criterionin place of AS. Itis
more convenient because it eliminates the need to compute
any changes in the surroundings.

By referring back to Example 3-8, it will be seen that
AS was negative for the change from liquid to solid water
at —10°C. Thisisto be expected because the molecules lose
some of their freedom when they pass into the crystalline
state. The entropy of water plus its surroundings increases
during the transition, however, and it is a spontaneous pro-
cess. The convenience of using AG instead of AS to obtain
the same information is apparent from the following exam-
ple, which may be compared with the more elaborate analysis
required in Example 3-8.

AH and AS for the transition from liquid water to ice at —10°C
and at 1 atm pressure are —1343 cal/mole and —4.91 cal/mole deg,
respectively. Compute AG for the phase change at this temperature
(-10°C = 263.2 K) and indicate whether the process is spontaneous.
Write

AG = —1343 —[263.2 x (—4.91)] = —51 cal/mole
= —213joules

The process is spontaneous, as reflected in the negative value of AG.

Pressure and Temperature Coefficients
of Free Energy

By differentiating egquation (3-63), one obtains several use-
ful relationships between free energy and the pressure and
temperature. Applying the differential of a product, d(uv) =
u dv + V du, to equation (3-63), we obtain the following
relationship:

dG=dE+PdV+VdP —TdS—SdT (3-70)

Now, in areversible process in which dq,e, = T dS, the first
law, restricted to expansion work (i.e., dE = dg;e, — P dV),
can be written as

dE=TdS— Pdv (3-71)
and substituting dE of equation (3-74) into equation (3-70)
gives
dG=TdS—PdV+PdV+VdP —TdS—SdT
or
dG =V dP — SdT (3-72)

At constant temperature, the last term becomes zero, and
equation (3-72) reduces to

dG =V dP

Gy _,
P )

(3-73)
or

(3-74)
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At constant pressure, the first term on the right side of equa-
tion (3-72) becomes zero, and

dG = —-SdT

(),
aT /o

To obtain the isothermal change of free energy, we integrate
equation (3-73) between states 1 and 2 at constant tempera-

ture:
G2 P2
/ dG = VdP
Gi Py

(3-75)

or

(3-76)

(3-77)

For anideal gas, thevolumeV isequal tonRT/P, thusallowing
the equation to be integrated:

P2 dP

AG:(GZ—Gl)anT/ il
p P

P P
AG = nRT |n32 — 2.303nRT IogFZ (3-78)
1

1

where AG is the free energy change of an ideal gas under-
going an isothermal reversible or irreversible alteration.

What is the free energy change when 1 mole of an ideal gas is com-
pressed from 1 atm to 10 atm at 25°C? We write

10
AG = 2.303 x 1.987 x 298 x logT
AG = 1364 cal

The change in free energy of a solute when the concentration is
altered is given by the equation
AG = 2.303nRT log 2 (3-79)
a

in which n is the number of moles of solute and a; and a, are the
initial and final activities of the solute, respectively.

Borsook and Winegarden' roughly computed the free energy change
when the kidneys transfer various chemical constituents at body
temperature (37°C or 310.2 K) from the blood plasma to the more
concentrated urine. The ratio of concentrations was assumed to be
equal to the ratio of activities in equation (3-79). They found

0.333

AG = 2.303 x 0.100 x 1.987 x 310.2 x logm

AG = 259 cal

The concentration of urea in the plasma is 0.00500 mole/liter;
the concentration in the urine is 0.333 mole/liter. Calculate the free
energy change in transporting 0.100 mole of urea from the plasma
to the urine.

This result means that 259 cal of work must be done on the
system, or this amount of net work must be performed by the kidneys
to bring about the transfer.

Fugacity

For a reversible isothermal process restricted to PV work,
the Gibbs energy is described by equation (3-73) or (3-74).
Because V is aways a positive magnitude, these relations
indicate that at constant temperature the Gibbs energy varies
proportional to the changesin P. Thus, from equation (3-73)
it is possible to evaluate the Gibbs free energy change for a
pure substance by integrating between P° and P:

P P
/dG:/VdP
Po

Pc
p
G-G°= /v dP (3-80)
Pc

For pure solids or liquidsthe volume haslittle dependence on
pressure, so it can be approached as constant, and equation
(3-80) isreduced to

G =G°+ V(P —P°) (forsolidsandliquids) (3-81)

On the other hand, gases have a very strong dependence on
pressure; by applying theideal gas equation V = nRT/P, we
find that equation (3-80) becomes

P
G-GO:]:EdP
P
P:;

= nRTIn(%) (for ideal gas) (3-82)

Relations(3-81) and (3—-82) can be simplified by first assum-
ing P° = 1 atm as the reference state. Then, dividing by the
amount of substance n gives a new property (G/n) called the
molar Gibbs energy or chemical potential, defined by the

letter u,
G
w= <F) (3-83)
Thus, for anideal gaswe can write
=u°+RTIn P (3-84)
r=n 1atm

where the integration constant +° depends only on the tem-
perature and the nature of the gas and represents the chemi-
cal potentia of 1 mole of the substance in the reference state
where P° is equal to 1 atm. Note that P in equation (3-84)
is afinite number and not a function. When areal gas does
not behave ideally, a function known as the fugacity (f) can
be introduced to replace pressure, just as activities are intro-
duced to replace concentration in nonideal solutions(seelater
discussion). Equation (3—-84) becomes

uw=u’+RTInf (3-85)
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Open Systems

The systems considered so far have been closed. They
exchange heat and work with their surroundings, but the pro-
cesses involve no transfer of matter, so that the amounts of
the components of the system remain constant.

The term component should be clarified before proceed-
ing. A phase consisting of w, grams of NaCl dissolved in w;
grams of water is said to contain two independently variable
masses or two components. Although the phase contains the
species Na*, Cl—, (H,0),, H3O", OH~, and so on, they are
not all independently variable. Because H,O and its various
species, H3O™, OH™, (H,0),, and so on, arein equilibrium,
themassm of water aloneissufficient to specify these species.
All forms can be derived from the simple speciesH,O. Sim-
ilarly, all forms of sodium chloride can be represented by the
single species NaCl, and the system therefore consists of just
two components, H,O and NaCl. The number of components
of asystem isthe smallest number of independently variable
chemical substances that must be specified to describe the
phases quantitatively.

In an open system in which the exchange of matter among
phases also must be considered, any one of the extensive
properties such as volume or free energy becomes afunction
of temperature, pressure, and the number of moles of the
various components.

Chemical Potential

L et usconsider thechangein Gibbsenergy for an open system
composed of a two-component phase (binary system). An
infinitesimal reversible change of state is given by

G 0G
m:(_) dT+(_) dp
aT P.,n1,n2 aP T,nq,nz

G G
+ | — dn +(—> dn 3-86
<3n1)T,P,nz ' N2/t pn, 2 (59

The partial derivatives (0G/dn1)t p.n, and (dG/9N2)1 p.n,
can be identified as the chemical potentials (1) of the com-
ponents n; and ny, respectively, so that equation (3-86) is
written more conveniently as

G G
m:(_) dT+(_) ap
aT P.n1,n2 P P,n1,n2

+ puadng 4+ podn; (3-87)

Now, relationships (3-74) and (3-76), (0G/0P) = V and
(0G/0T)p = —S, respectively, for aclosed system also apply
to an open system, so we can write equation (3-87) as

(3-88)

The chemical potential, also known as the partial molar
free energy, can be defined in terms of other extensive prop-
ertiessuch ask, H, or A. However, what is most useful isthe
genera definition given for Gibbs energy: At constant tem-
perature and pressure, with the amounts of the other compo-

dG = —-SdT+V dP + pydny + ppdny + - -

nents (n;) held constant, the chemical potential of a compo-
nent i is equal to the change in the free energy brought about
by an infinitesimal change in the number of moles n; of the

component:
()
mi=(—
i /1 pon,

It may be considered the change in free energy, for exam-
ple, of an agueous sodium chloride solution when 1 mole of
NaCl is added to a large quantity of the solution so that the
composition does not undergo a measurable change.

At constant temperature and pressure, the first two right-
hand terms of equation (3—88) become zero, and

(3-89)

dGt.p = p1dng + ppdny (3-90)
or, in abbreviated notation,
dGrp =) i dn 3-91)
which, upon integration, gives
GrpNn =p1N1+ pong+--- (3-92)

for a system of constant composition N = ny + ny + ---.
In equation (3-92), the sum of the right-hand terms equals
the total free energy of the system at constant pressure, tem-
perature, and composition. Therefore, w1, uo, ..., un can
be considered as the contributions per mole of each com-
ponent to the total free energy. The chemical potential, like
any other partial molar quantity, is an intensive property; in
other words, it is independent of the number of moles of the
components of the system.

For aclosed system at equilibrium and constant tempera-
ture and pressure, the free energy changeis zero, dGt p =0,
and equation (3-91) becomes

pidng 4+ podny4--- =0 (3-93)

for al the phases of the overall system, which are closed.

Equilibrium in a Heterogeneous System

We begin with an example suggested by Klotz.? For a two-
phase system consisting of, say, iodine distributed between
water and an organi ¢ phase, theoverall systemisaclosed one,
whereas the separate aqueous and organic solutions of iodine
are open. The chemical potential of iodine in the agueous
phase is written as 1,y and that in the organic phase as ).
When the two phases are in equilibrium at constant temper-
ature and pressure, the respective free energy changes dG,,
and dG, of the two phases must be equal because the free
energy of the overall system is zero. Therefore, the chemical
potentials of iodine in both phases are identical. This can be
shown by alowing an infinitesimal amount of iodine to pass
from the water to the organic phase, in which, at equilibrium,
according to equation (3-93),

MHiw dnyy + Mlo dne =0 (3-94)
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Now, a decrease of iodine in the water is exactly equal toan  or
increase of iodine in the organic phase: dP S, —S  AS (3-100)
—dnyy = dnyg (3-95) daT VW, —Vi AV
Substituting equation (3-95) into (3-94) gives Now, at constant pressure, the heat absorbed in thereversible
. process (equilibrium condition) is equal to the molar heat of
Paw ANy + f1o(=dNi) = 0 B3-96)  \aporization, and from the second law we have
and finally
AH,
AS = — 3-101

Hiw = [io (3-97) T (3-101)
Thisconclusion may be generalized by stating that thechem- ~ Substituting equation (3—-101) into (3-100) gives
ical potential of a component is identical in al phases of a P AH
heterogeneous system when the phases are in equilibrium at =T A\\; (3-102)

afixed temperature and pressure. Hence,

Hi, = Miy = i, =+~ (3-98)
wherea, B, y, - - - are various phases among which the sub-
stance i is distributed. For example, in a saturated aqueous
solution of sulfadiazine, the chemical potential of the drug
in the solid phase is the same as its chemical potentia in the
solution phase.

When two phases are not in equilibrium at constant tem-
perature and pressure, the total free energy of the system
tends to decrease, and the substance passes spontaneously
from a phase of higher chemical potential to one of lower
chemical potential until the potentials are equal. Hence, the
chemical potential of a substance can be used as a measure
of the escaping tendency of the component from its phase.
The concept of escaping tendency will be used in various
chapters throughout the book. The analogy between chemi-
cal potential and electric or gravitational potential isevident,
the flow in these cases always being from the higher to the
lower potential and continuing until all parts of the system
are at auniform potential. For a phase consisting of asingle
pure substance, the chemical potential is the free energy of
the substance per mole defined in equation (3-83).

For atwo-phase system of a single component, for exam-
ple, liquid water and water vapor in equilibrium at constant
temperature and pressure, themolar free energy G/n isidenti-
cal inal phases. This statement can be verified by combining
equations (3-98) and (3-83).

Clausius—Clapeyron Equation

If the temperature and pressure of atwo-phase system of one
component, for example, of liquid water (1) and water vapor
(v) in equilibrium, are changed by a small amount, the molar
free energy changes are equal and

dGy =dGy (3-99)

In a phase change, the free energy changes for 1 mole of the
liquid vapor are given by equation (3-72),

dG=VdP-TdS
Therefore, from equations (3-99) and (3-72),
VidP — S;dT =V, dP — S, dT

where AV =V, — V,, thedifference in the molar volumesin
the two phases. Thisis the Clapeyron equation.

Thevapor will obey theideal gaslaw to agood approxima-
tionwhen thetemperatureisfar enough away fromthecritical
point, so that V, may bereplaced by RT/P. Furthermore, V| is
insignificant compared with V. Inthe case of water at 100°C,
for example, V, = 30.2 litersand V, = 0.0188 liter.

Under these restrictive circumstances, equation (3-102)
becomes

dP  PAH,

dT  RT?2
which is known as the Clausius—Clapeyron equation. It can
be integrated between the limits of the vapor pressures Py

and P, and corresponding temperatures T1 and T, assuming
AH, is constant over the temperature range considered:

(3-103)

Fdp AH [
i N R 3-104
P R ( )
Py T1
AH 1 1
NP2 =2V{(-=)-(-= -1
neit = [ (5,) - (-5)] &9
AHy /1 1
NP> — InP: — - = 3-106
nP; —InP; R (Tl T2> ( )
and finally
InE _ AHy (T, — T1) _0
P RT.T,
or
P, AH(To—T
log 2 _ AR —Ty) _ (3-107)

P, 2.303RT;T,

Thiseguation is used to cal cul ate the mean heat of vaporiza-
tion of aliquid if its vapor pressure at two temperatures is
available. Conversely, if the mean heat of vaporization and
the vapor pressure at one temperature are known, the vapor
pressure at another temperature can be obtained.

The Clapeyron and Clausius—Clapeyron equations are
important in the study of various phase transitions and in the
development of the equations of some colligative properties.
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The average heat of vaporization of water can be taken as about
9800 cal/mole within the range of 20°C to 100°C. What is the vapor
pressure at 95°C? The vapor pressure P, at temperature 7, = 373
K (100°C) is 78 cm Hg, and R is expressed as 1.987 cal/deg mole.
Write

o 780 _ 9800 373 — 368
€ P T 2.303 x 1.987 \ 368 x 373
Py = 65cm Hg

Activities: Activity Coefficients

If the vapor above a solution can be considered to behave
idedlly, the chemical potential of the solvent in the vapor
state in equilibrium with the solution can be written in the
form of equation (3-84),

w=pu°+RTINP

If Raoult’s law is now introduced for the solvent, P; = P;°
X1, equation (3—84) becomes

p1=p+RTINPS +RTINX;  (3-108)

Combining thefirst and second right-hand termsinto asingle
constant gives

p1 = p° +RTINX, (3-109)

for an ideal solution. The reference state 1.° is equal to the
chemical potential w1 of the pure solvent (i.e., X; = 1). For
nonideal solutions, equation (3—109) ismodified by introduc-
ing the “ effective concentration” or activity of the solvent to
replace the mole fraction:
w1 = pn° +RTInay (3-110)
or, for
a=yX (3-111)

and y isreferred to as the activity coefficient, we have

n1=u° +RT |n]/1xl (3-112)
For the solute on the mole fraction scale,
u2=u°+RTIna, (3-113)
w2 =+ RT InyX, (3-114)
Based on the practical (molal and molar) scales
n2 =’ +RTINymm (3-115)
u2 = u° +RTInyc (3-116)

Equations (3-110) and (3-113) are frequently used as defi-
nitions of activity.

Gibbs—Helmholtz Equation

For an isothermal process at constant pressure proceeding
between the initial and final states 1 and 2, equation (3-57)
yields

G2—G1=(H2—H)—T(S2 - S1)

AG = AH —TAS (3-117)

Now, equation (3-76) may be written as

G G
asmen0- (), ()
P P

or
_AS = [78(62_61)} _ [8(AG)] (3-118)
aT b T |p
Substituting equation (3—118) into (3-119) gives
AG=AH+T 9(a0) (3-119)
aT o

which is one form of the Gibbs-Helmholtz equation

Standard Free Energy and the
Equilibrium Constant

Many of the processes of pharmaceutical interest such as
complexation, protein binding, the dissociation of a weak
electrolyte, or the distribution of a drug between two immis-
cible phases are systems at equilibrium and can be described
in terms of changes of the Gibbs free energy (AG).

Consider a closed system at constant pressure and tem-
perature, such as the chemical reaction

aA+bB=cC+dD (3-120)
Because G is a state function, the free energy change of the
reaction going from reactants to productsis

AG = Z AGproducts - Z AGreactants (3—121)

Equation (3—-120) represents a closed system made up of sev-
eral components. Therefore, at constant T and P the total
free energy change of the products and reactants in equation
(3-121) is given as the sum of the chemical potential 1« of
each component times the number of moles [see equation
(3-83)]:

AG = (cuc +dup) — (apa +bus)  (3-122)
When the reactants and products are ideal gases, the chem-
ical potential of each component is expressed in terms of
partial pressure [equation (3-84)]. For nonideal gases, w1 is
written in terms of fugacities [equation (3-85)]. The corre-
sponding expressions for solutions are given by equations
(3-110) to (3-116). Let us use the more general expression
that relates the chemical potential to the activity, equation
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(3-110). Substituting this equation for each component in
equation (3-121) yields
AG =c(uc® + RTInac) + d(up® + RT In ap)
—a(ua® + RTInap) —b(ug® + RT In ag)
(3-123)
Rearranging equation (3-123) gives

AG = cuc’+ dup®— apua® — bug® + RT(Inac® + Inap?)

—RT(Inas® + Inag") (3-124)
w° isthe partial molar free energy change or chemical poten-
tial under standard conditions. Because it is multiplied by
the number of molesin equation (3—124), the algebraic sum

of the terms involving u° represents the total standard free
energy change of the reaction and is called AG®:

AG® =cuc® +dup” —aua® —bus® (3-125)
or, in general,
AG° = Z nu°(products) — Z nu°(reactants) (3-126)

Using the rules of logarithms, we can express equation
(3-124) as

AG = AG® +RTIn[(ac’ap?)/(an%as”)] (3-127)

The products of activities in brackets are called the reaction
quotients, defined as

Q =[(ac’ap?)/(an%as")] (3-128)
or, in general,
an
Q _ Z 2roducts (3-129)
Y Areactants
Thus, equation (3—-127) can be written as
AG = AG°+RTInQ (3-130)

Because AG° isaconstant at constant P and constant T, RT
is aso constant. The condition for equilibrium is AG = 0,
and therefore equation (3—-130) becomes

0= AG° +RTInK (3-131)

or

AG® = —RTInK (3-132)

where Q has been replaced by K, the equilibrium constant.

Equation (3-132) isa very important expression, relating
the standard free energy change of areaction AG® to theequi-
librium constant K. This expression alows one to compute
K knowing AG° and vice versa.

The equilibrium constant has been expressed in terms of
activities. It also can be given as the ratio of partia pres-
sures or fugacities (for gases) and as the ratio of the different
concentration expressions used in solutions (mole fraction,
molarity, molality). The equilibrium constant is dimension-
less, theratio of activitiesor concentration cancelingtheunits.

However, the numerical value of K differs depending on the
units used (activity, mole fraction, fugacity, etc.).

Derive an expression for the free energies AG and AG° of the reac-
tion

Fe() + H,0) = FeOg) + Hayg

Because the chemical potential of a solid is constant (it does not
depend on concentration), the equilibrium constant depends only on
the pressures (or fugacities) of the gases. Using pressures, we obtain

AG = p° reow T B e — B R — Hiyoe T RT In Pyyg
— RT Pyyo, =0
AG = AG® + RT In Py — RT g, =0

and

P
AG®° = —RTIn —2®_
H0(g)

Themagnitude and sign of AG® indicatewhether thereac-
tion is spontaneous [see equation (3-59)], but only under
standard conditions. When the reaction is not at equilibrium,
AG # 0 and the free energy change is described by equation
(3-130), where Q, like K, isthe ratio of activities [equation
(3-129)], fugacities, or concentration units of the products
and reactants but under different conditions than those of
equilibrium. Q should not be confused with K, the ratio of
activities, fugacities, and so on under standard conditions at
equilibrium.

Sodium cholate is a bile salt that plays an important role in the
dissolution or dispersion of cholesterol and other lipids in the
body. Sodium cholate may exist either as monomer or as dimer (or
higher n-mers) in aqueous solution. Let us consider the equilibrium
monomer—dimer reaction®:

K
2(Monomer) = Dimer

which states that two moles (or molecules) of monomer form 1 mole

(or molecule) of dimer.

(a) Ifthe molar concentration at 25°C of monomeric species is 4 x
10~3 mole/liter and the concentration of dimers is 3.52 x 10~
mole/liter, what is the equilibrium constant and the standard
free energy for the dimerization process? Write

; -5
K= [1\}2:)“1;112 - ifi >1<01—03)2 =220
InK = 0.788
AG° = —RTInK = —(1.9872 x 298 x 0.788)
= —466.6 cal/mole

The process is spontaneous under standard conditions.

(b) While keeping the concentration of monomer constant, sup-
pose that one is able to remove part of the dimeric species by
physical or chemical means so that its concentration is now four
times less than the original dimer concentration. Compute the
free energy change. What is the effect on the equilibrium?

The concentration of dimer is now

3.52 x 103

7 = 8.8 x 10~° mole/liter
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Because the conditions are not at equilibrium, equation (3-130)
should be used. First calculate Q:

[Dimer] 8.8 x107°
[Monomer]*? (4 x 10-3)
and from equation (3-130),

AG = 466.6 + [1.9872 x 298 x (—0.598)]
= —820.7 cal/mole

0= = 0.550;In Q = —0.598

AG is negative, Q is less than K, and the reaction shifts to the
right side of the equation with the formation of more dimer.

If the monomer is removed from the solution, the reaction is
shifted to the left side, forming monomer, and AG becomes positive.
Suppose that monomer concentration isnow 1 x 10~ mole/liter and
dimer concentration is 3.52 x 10~3 mole/liter:

352 10°°

X —

AG = —466.6 4 (1.9872 x 298 x 3.561) = 41642 cal/mole

The positive sign of AG indicates that the reaction does not
proceed forward spontaneously.

The van't Hoff Equation

The effect of temperature on equilibrium constants is
obtained by writing the equation
AG®
RT
and differentiating with respect to temperature to give
dInK 1d(AGYT)
T ~ R dT
The Gibbs-Helmholtz equation may bewrittenintheform
(see one of the thermodynamics texts cited in the Recom-
mended Readings section at the end of this chapter)
d(AG/T) AH
AT T2
Expressing equation (3-135) in aform for the reactants and
productsin their standard states, in which AG becomesequal
to AG®, and substituting into equation (3—134) yields
dinK  AH°®
dT ~ RT?
where AH° is the standard enthalpy of reaction. Equation
(3-136) isknown as the van’t Hoff equation. It may beinte-

grated, assuming AH° to be constant over the temperature
range considered; it becomes

Ky AH°/To—-T;
K1 R T1T,

InK =

(3-133)

(3-134)

(3-135)

(3-136)

In— =

(3-137)

Equation (3-137) allows one to compute the enthalpy of a
reactionif theequilibrium constantsat T, and T, areavailable.
Conversely, it can be used to supply the equilibrium constant
at adefinitetemperatureif it isknown at another temperature.
Because AH® varies with temperature and equation (3-137)

gives only an approximate answer, more elaborate equations
are required to obtain accurate results. The solubility of a
solidinanideal solutionisaspecial type of equilibrium, and
it isnot surprising that the solubility can be written as

n X2  AHt (To—Ty

X1 R T,
which closely resembles equation (3-137). These expres-
sionswill be encountered in later chapters.

Combining equations (3-117) and (3-133) yields yet
another form of the van’'t Hoff equation, namely

INK = —(AHR)L/T + ASR

(3-138)

(3-139)
or
logK = —[AH%/(2.303)R]/T + AS%(2.303R) (3-140)

where AS°/R isthe intercept on the In K axis of aplot of In
K versus1/T.

Whereas equation (3—137) provides avalue of AH° based
on the use of two K values at their corresponding absolute
temperatures T; and T,, equations (3-139) and (3-140) give
thevaluesof AH° and AS°, and thereforethevalueof AG® =
AH°® — TAS°. Intheleast squareslinear regression equations
(3-139) and (3-140), one uses as many In K and correspond-
ing 1/T values as are available from experiment.

EXAMPLE 3-16|

In a study of the transport of pilocarpine across the corneal mem-
brane of the eye, Mitra and Mikkelson* presented a van’t Hoff plot
of the log of the ionization constant, K, of pilocarpine versus the
reciprocal of the absolute temperature, T~! = 1/T.

Using the data in Table 3—4, regress K, versus T—!. With refer-
ence to the van’t Hoff equation, equation (3-139), obtain the stan-
dard heat (enthalpy), AH®, of ionization for pilocarpine and the
standard entropy for the ionization process. From AH° and AS°

TABLE 34
IONIZATION CONSTANTS OF PILOCARPINE AT VARIOUS
TEMPERATURES*-

T(°C) T(K) UT x 103 Kq x 107 log Ka
15 288 3.47 0.74 ~7.13
20 203 341 1.07 —6.97
25 298 3.35 1.26 —6.90
30 303 3.30 158 ~6.80
35 308 3.24 2.14 —6.67
40 313 3.19 2.95 —6.53
45 318 3.14 3.98 ~6.40

*For the column headed 1/T x 10° the numbers are 1000 (i.e., 10°%) times larger
than the actual numbers. Thus, thefirst entry in column 3 has the value 3.47 x
102 or 0.00347. Likewise, in the next column K, x 107 signifies that the
number 0.74 and the other entriesin this column are to be accompanied by the
exponential value 107, not 10*7. Thus, the first value in the fourth column
should be read as 0.74 x 10~7 and the last value 3.98 x 107,

TFrom A. K. Mitraand T. J. Mikkelson, J. Pharm. Sci. 77, 772, 1988. With
permission.
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C,H, Py CH. P
I3TS e, 23T
H,0 ) +H,0*
O o N/ : O o N/ ’
H+

Pilocarpinium ion

calculate AG° at 25°C. What is the significance of the signs and the
magnitudes of AH®, AS°, and AG®°?
Answers:
AH° = 9784 cal/mole
= 40.94 kJ/mole
AS° = 1.30 cal/mole deg
AG°;50 = AH®° — TAS®° = 9397 cal/mole

These thermodynamic values have the following signifi-
cance. AH° isalargepositivevaluethat indicatesthat theion-
ization of pilocarpine (as its conjugate acid) should increase
asthetemperatureiselevated. Theincreasing values of K4 in
thetable show thisto beafact. The standard entropy increase,
AS°= 1.30entropy units, although small, providesaforcefor
the reaction of the pilocarpinium ions to form pilocarpine
(Fig. 3-7). The positively charged pilocarpine molecules,
because of their ionic nature, are probably held in a more
orderly arrangement than the predominantly nonionic pilo-
carpineintheaqueousenvironment. Thisincreasein disorder
inthe dissociation process accountsfor theincreased entropy,
which, however, isasmall value: AS° = 1.30 entropy units.
Note that a positive AH° does not mean that the ionization
will not occur; rather, it signifies that the equilibrium con-
stant for the forward reaction (ionization) will have a small
value, say K, = 1 x 1077, as observed in Table 3—4. A fur-
ther explanation regarding the sign of AH° is helpful here.
Mahan® pointed out that in the first stage of ionization of
phosphoric acid, for example,

HsPO, - HT + H, PO, ~; AH° = —3.1kca/mole

the hydration reaction of the ions being bound to the water
moleculesis sufficiently exothermic to produce the necessary
energy for ionization, that is, enough energy to remove the
proton fromthe acid, H3PO,. For thisreason, AH° inthefirst

TABLE 3-5
INTENSITY AND CAPACITY FACTORS OF ENERGY

Intensity or Potential Factor

Energy Form (Intensive Property)

Pilocarpine

Fig. 3-7. Reaction of pilocarpinium ion to yield
pilocarpine base.

stage of ionization is negative and K; = 7.5 x 102 at 25°C.
In the second stage,

H,PO,~ — Ht + HPO,%>"; AH®° = 0.9kca/mole

AH° is now positive, the reaction is endothermic, and
K, = 6.2 x 1078, Finally, in the third stage,

HPO,%>~ — HT + PO,*"; AH®° = 45kca/mole

AH° isarelatively large positivevalueand Kz = 2.1 x 10713
These AH° and K, values show that increasing energy is
needed to remove the positively charged proton as the neg-
ative charge increases in the acid from the first to the third
stage of ionization. Positive AH° (endothermic reaction) val-
ues do not signal nonionization of the acid—that is, that
the process is nonspontaneous—but rather simply show that
the forward reaction, represented by its ionization constant,
becomes smaller and smaller.

CHAPTER SUMMARY

In this chapter, the quantitative rel ationships among different
forms of energy were reviewed and expressed in the three
laws of thermodynamics. Energy can be considered as the
product of an intensity factor and a capacity factor; thus, the
various types of energy may be represented as a product of
an intensive property (i.e., independent of the quantity of
material) and the differential of an extensive property that is
proportional to the mass of the system. For example, mechan-
ical work done by a gas on its surroundings is P dV. Some
of the forms of energy, together with these factors and their
accompanying units, are given in Table 3-5.

Practice problems for this chapter can be found at

thePoint.lww.com/Sinko6e.

Capacity or Quantity Factor
(Extensive Property)

Energy Unit
Commonly Used

Heat (thermal) Temperature (deg)

Expansion Pressure (dyne/cn?)

Surface Surface tension (dyne/cm)

Electric Electromotive force or potential
difference (volts)

Chemica Chemical potentia (cal/mole)

Entropy change (cal/deg) Calories
Volume change (cm®) Ergs
Area change (cm?) Ergs
Quantity of electricity (coulombs) Joules
Number of moles Caories
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B DETERMINATION OF THE PHYSICAL
PROPERTIES OF MOLECULES

At the conclusion of this chapter
CHAPTER OBJECTIVES the student should be able to':)

El Understand the nature of intra- and intermolecular forces
that are involved in stabilizing molecular and physical
structures.

B Understand the differences in the energetics of these
forces and their relevance to different molecules.

El Understand the differences in energies between the
vibrational, translational, and rotational levels and define
their meaning.

I Understand the differences between atomic and molec-
ular spectroscopic techniques and the information they
provide.

I Appreciate the differences in the strengths of selected
spectroscopic techniques used in the identification and
detection of pharmaceutical agents.

A Define the electromagnetic radiation spectrum in terms
of wavelength, wave number, frequency, and the energy
associated with each range.

Define and understand the relationships between atomic
and molecular forces and their response to electromag-
netic energy sources.

El Define and understand ultraviolet and visible light spec-
troscopy in terms of electronic structure.

El Define and understand fluorescence and phosphores-
cence in terms of electronic structure.

[l Understand electron and nuclear precession in atoms
subjected to electromagnetic radiation and its role in the
determination of atomic structure in a molecule.

0 Understand polarization of light beams and the ability to
use polarized light to study chiral molecules.

[ understand fundamental principles of refraction of elec-
tron and neutron beams and how these beams are used
to determine molecular properties.

MOLECULAR STRUCTURE, ENERGY, AND
RESULTING PHYSICAL PROPERTIES

An atom consists of a nucleus, made up of neutrons (neutral
in charge) and protons (positively charged), with each par-
ticle carrying a weight of approximately 1 g/mole. In addi-
tion, electrons (negatively charged) exist in atomic orbits sur-
rounding the nucleus and have a significantly lower weight.
Charged atoms arise from an imbalance in the number of elec-
trons and protons and can lead to ionic interactions (discussed
in Chapter 2). The atomic mass is derived from counting the
number of protons and neutrons in a nucleus. Isotopes may
also exist for a given type of atom. For example, carbon hasan
atomic number of 6, which describes the number of protons,
and there are several carbon isotopes with different numbers
of neutrons in the nucleus: *C (with five neutrons), *2C (with
six neutrons), 13C (with seven neutrons), **C (with eight neu-
trons), and *5C (with nine neutrons).! Carbon-13, 13C, is a
common isotope used in nuclear magnetic resonance (NMR)
and kinetic isotope effect studies on rates of reaction, and
14C is radioactive and used as a tracer for studies that require
high sensitivity and for carbon dating. Both *1C and °C are
very short-lived, having half-lives of 20.3 min and 2.5 sec,
respectively, and are not used in practical applications.
Molecules arise when interatomic bonding occurs. The
molecular structure is reflected by the array of atoms within

a molecule and is held together by bonding energy, which
relies heavily on electron orbital orientation and overlap.
This is illustrated in the Atomic Structure and Bonding Key
Concept Box. Each bond in a complex molecule has an intrin-
sic energy and will have different properties, such as reactiv-
ity. The properties within a molecule depend on intramolecu-
lar interactions, and each molecule will possess a net energy
of bonding that is defined by its unique composition of atoms.
It is also important to note that for macromolecules like
proteins or synthetic polymers, the presence of neighboring
charges or dipole interactions, steric hindrance and repulsion,
Debye forces, and so on, within the backbone or functional
groups of the molecule can also give rise to distortions in the
primary intramolecular bonding energies and can even give
rise to additional covalent bonding, for example, disulfide
bridges in a protein like insulin.

The more bonding that an atom participates in, the lower
is the density of the electron cloud around the nucleus and
the greater is the shared distribution of atomic electrons in
the interatomic bonded space. For example, because of dif-
ferences in atomic properties such as electronegativity, the
nature of each interatomic bond can vary greatly. Here, the
“nature” refers to the energy of the bond, the rotation around
the bond, the vibration and motion of atoms in the bond, the
rotation of a nucleus of an atom in a bond, and so on.

As an example of the nature of a bond, consider the
carbonyl-amide bond between two amino acids in a protein
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Consider two carbon atoms that are not bound. Each nucleus,
carrying six protons (6P) and six neutrons (6n) and a net posi-

(Fig. 4-1), as described by Mathews and van Holde.® The
oxygen in the carbonyl is very electronegative and pulls elec-
trons toward itself. The lone pair of electrons on the nitro-
gen remains unbound, but nitrogen has a considerably lower
electronegativity than oxygen. Recall that the covalent bond
occurs between the carbon (which also has a low electronega-

== (EY CONCEP [ W ILTARINEI]Y
AMINO ACIDS

All «-amino acids, with the exception of glycine, have a chiral
a-carbon. The L-conformer is preferred, yet the b-conformer
is also found. To determine the conformer, Richardson? and
others proposed the “corn crib” structure. In connection with
the figure shown here, if one holds the «-helixin front of one’s
eyes and looks down the bond with the a-carbon, reading
clockwise around the «-carbon, one sees the word “CORN”
pointing into the page for the L-amino acid conformer.

R 0 H W
N C; cH N C; c—
H H H R
R
co N

tive charge, is surrounded by a fairly uniform, six-electron (6e)
cloud. Consider what happens when the two carbons form a
covalent bond. Two electrons, one from each carbon, fill the
hybrid orbital space between the atoms. The nucleus no longer
is surrounded by a uniform cloud of equal charge. The nucleus
is now surrounded closely by five electrons and has an electron
that is shared in the bond. The charge distribution around each
nucleus is similar to that of the atom alone, yet its shape is dif-
ferent. As we will see in this chapter, the difference in this distri-
bution relates to the physical property of the molecule. When
the atoms alone or in the molecule are exposed to external
energy fields, they will behave differently. Therefore, changes
in atomic order when molecular bonding occurs can be mea-
sured by different techniques using different levels of external
energy.

tivity) in the carbonyl group and the amine of the next amino
acid. However, the electrons in the carbon—oxygen double
bond in the carbonyl are pulled much closer to the oxygen
due to its greater electronegativity, causing a partially neg-
atively charged oxygen. The carbon then carries a partial
positive charge and pulls the lone pair of electrons from the
nitrogen. This forms a partial double bond, which causes
the nitrogen to carry a partial positive charge, yielding a net
dipole (see Permanent Dipole Moment of Polar Molecules
section). Interestingly, in extended secondary structures, in
particular «-helices, the effective dipole of the peptide bond
can have a strongly stabilizing effect on secondary structure.*
This reduces rotation around the carbon-nitrogen bond, mak-
ing only cis/trans isomers allowable. Although this is not
discussed here, the student should recall discussions about
energetically favored bond rotations in organic chemistry.
The transpeptide bond orientation is energetically preferred,
with the cis conformer appearing in only specialized cases,
in particular, around the conformationally constrained pro-
line. As discussed in general biochemistry courses, the sec-
ondary structure of a peptide is then determined by rota-
tion around the ¢ and v angles only. Finally, amino acids
naturally occur in the L-conformer, with the exception of
glycine. This chirality is followed in almost all peptides and
proteins, resulting in a profound effect on function. An exam-
ple of chirality with an L- and a p-amino acid is presented
in the Key Concept Box Chirality of Amino Acids as a
refresher.

ADDITIVE AND CONSTITUTIVE PROPERTIES

A study of the physical properties of drug molecules is a
prerequisite for product formulation and leads to a better
understanding of the relationship between a drug’s molecular
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‘ H ‘ ‘ ‘ ‘ Fig. 4-1. The nature of an amide bond within a peptide/

M W e 9 W P 0 protein and its effect on structure. As mentioned in the

C—¢—C—¢—N C-H |C—e—Cm=== N—¢—C— text, the transisomer of a peptide is energetically favored

due to steric hinderance of the amino acids. Proline (ter-

tiary amine group) and glycine (two hydrogens, little steric

H H R’ H H R’ hinderence from the R group) can more readily adapt a

Amide bond is @

and physicochemical properties and its structure and action.
These properties come from the molecular bonding order of
the atoms in the molecule and may be thought of as either
additive (derived from the sum of the properties of the indi-
vidual atoms or functional groups within the molecule) or
constitutive (dependent on the structural arrangement of the
atoms within the molecule). For example, mass is an additive
property (the molecular weight is the sum of the masses of
each atom in the molecule), whereas optical rotation may be
thought of as a constitutive property because it depends on
the chirality of the molecule, which is determined by atomic
bonding order.

Many physical properties are constitutive and yet have
some measure of additivity. The molar refraction of a com-
pound, for example, is the sum of the refraction of the atoms
and the array of functional groups making up the compound.
Because the arrangements of atoms in each group are differ-
ent, the refractive index of two molecules will also be differ-
ent. That is, the individual groups in two different molecules
contribute different amounts to the overall refraction of the
molecules.

A sample calculation will clarify the principle of addi-
tivity and constitutivity. The molar refractions of the two
compounds

O
C, H5—C”3—C Hs
and
CH3—CH=CH—CH,—OH,

which have exactly the same number of carbon, hydrogen,
and oxygen atoms, are calculated using Table 4—1. We obtain
the following results:

o)
|
C,Hs—C—CHj
8H 8 x 1.100 = 8.800
3C(single) 3 x2.418= 7.254

1C(double) 1 x 1.733 = 1.733
10(C=0) 1x2211= 2.211
19.998 = 20.0

Amide bond is w = 1800

transisomer conformation in a peptide or protein than can
the other amino acids.

CH3;—CH=CH—CH,—0OH

8H 8 x 1.100 = 8.800

2C(single) 2 x 2.418 = 4.836

2C (double) 2 x 1.733 = 3.466

10 (OH) 1x1.525= 1525
18.627 = 18.7

Thus, although these two compounds have the same num-
ber and type of atoms, their molar refractions are different.
The molar refractions of the atoms are additive, but the car-
bon and oxygen atoms are constitutive in refraction. Refrac-
tion of a single-bonded carbon does not add equally to that
of a double-bonded carbon, and a carbonyl oxygen (C-0)
is not the same as a hydroxyl oxygen; therefore, the two
compounds exhibit additive—constitutive properties and have
different molar refractions. These will be more comprehen-
sively discussed in this chapter and in other sections of the
book.

Molecular perturbations result from external sources
that exert energy on molecules. Actually, every molecule that
exists does so under atmospheric conditions provided that
ideality is excluded. As such, it exists in a perturbed natural
state. Hence, physical properties encompass the specific rela-
tions between the atoms in molecules and well-defined forms
of energy or other external “yardsticks” of measurement. For

TABLE 4-1
ATOMIC AND GROUP CONTRIBUTIONS TO MOLAR
REFRACTION*

C— (single) 2.418
—C= (double) 1.733
—C= (triple) 2.398
Phenyl (C¢Hs) 25.463
H 1.100
O (C=0) 2.211
O (0—H) 1.525
O (ether, ester, C—0) 1.643
Cl 5.967
Br 8.865
L 13.900

*These values are reported for the D line of sodium as the light source. From J.
Dean (Ed.), Lange’s Handbook, 12th Ed. McGraw-Hill, New York, 1979,

pp. 10-94. See also Bower et al., in A. Weissberger (Ed.), Physical Methods of
Organic Chemistry, Vol. 1, Part 11, 3rd Ed., Wiley-Interscience, New York,
1960, Chapter 28.
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example, the concept of weight uses the force of gravity as an
external measure to compare the mass of objects, whereas that
of optical rotation uses plane-polarized light to describe the
optical rotation of molecules organized in a particular bond-
ing pattern. Therefore, a physical property should be easily
measured or calculated, and such measurements should be
reproducible for an individual molecule under optimal cir-
cumstances.

When one carefully associates specific physical properties
with the chemical nature of closely related molecules, one
can (a) describe the spatial arrangement of atoms in drug
molecules, (b) provide evidence for the relative chemical or
physical behavior of a molecule, and (c) suggest methods
for the qualitative and quantitative analysis of a particular
pharmaceutical agent. The first and second of these often
lead to implications about the chemical nature and potential
action that are necessary for the creation of new molecules
with selective pharmacologic activity. The third provides the
researcher with tools for drug design and manufacturing and
offers the analyst a wide range of methods for assessing the
quality of drug products. The level of understanding of the
physical properties of molecules has expanded greatly and,
with increasing advances in technology, the development of
computer-based computational tools to develop molecules
with ideal physical properties has become commonplace.

Nowhere has the impact of computational modeling been
of broader importance than in drug discovery and design,
where computational tools offer great promise for enhancing
the speed of drug design and selection. For example, com-
puter modeling of therapeutic targets (e.g., HIV protease)
is widely utilized. This approach is based on the screening
of known or predicted physical properties (e.g., the protein
conformation of the HIV protease) of a therapeutic target
in a computer to elucidate area(s) where a molecule can
be synthesized to optimally bind and either block (antag-
onist) or enhance (agonist) the actions of the target. This
type of modeling usually reveals a limited number of atomic
spatial arrangements and types, such as a functional group,
that can be utilized in the design of a molecule to elicit
the desired pharmacologic response. Other computational
programs can then be utilized to compute the number of
molecules that might make reasonable drugs based on these
molecular restrictions.

It is important to note that these models are relatively new
but offer great potential for the future of drug discovery and
design. It is also important to note that all of these compu-
tational approaches are based solely on the physical proper-
ties of molecule(s) that have been determined through years
of research. The ability to design and test these molecules
using a computer and to rapidly synthesize chemical libraries
has also dramatically increased the need for technologically
superior equipment to measure the physical properties of
these molecules to confirm that the actual properties match
those that are predicted. Toward that end, chemical libraries
can reach well over 10,000 individual molecules and can be
tested for numerous molecular properties in modern high-

throughput systems. In fact, “virtual” libraries routinely con-
tain millions of compounds. This aids in the ability of sci-
entists to select one lead compound whose potential to make
it into clinical use is greater than all of the other molecules
screened. Finally, the ability to measure the physical prop-
erties of a lead compound is critical to assuring that during
the transition from computer to large-scale manufacturing,
the initially identified molecule remains physically the same.
This is a guideline that the Food and Drug Administration
requires to ensure human safety and drug efficacy.

The remainder of this chapter describes some of the well-
defined interactions that are important for determining the
physical properties of molecules. All of the quantities pre-
sented are expressed in Systéme International (SI) units for
all practical cases.

DIELECTRIC CONSTANT AND
INDUCED POLARIZATION

Electricity is related to the nature of charges in a dynamic
state (e.g., electron flow). When a charged molecule is at rest,
its properties are defined by electrostatics. For two charges
separated by a distance r, their potential energy is defined by
Coulomb’s law,

0102
4 eor

where the charges g; and g, are in coulombs (C), ris in meters,
g0 (the permittivity constant) = 8.854 x 10712 C2 N~t m~2,
and the potential energy is in joules. Coulomb’s law can be
used to describe both attractive and repulsive interactions.
From equation (4-1), it is clear that electrostatic interactions
also rely on the permittivity of the medium in which the
charges exist. Different solvents have differing permittivities
due to their chemical nature, polar or nonpolar. For a more
comprehensive discussion, see Bergethon and Simons.®

When no permanent charges exist in molecules, a mea-
sure of their polarity (i.e., the electronic distribution within
the molecule) is given by the property we called the dipole
moment (w). In the simplest description, a dipole is a separa-
tion of two opposing charges over a distance r (Fig. 4-2) and
is generally described by a vector whose magnitude is given
by 1 = gr. Dipoles do not have a net charge, but this charge
separation can often create chargelike interactions and influ-
ence several physical and chemical properties. In complex
molecules, the electron distribution can be approximated so
that overall dipole moments can be estimated from partial
atomic charges. A key feature of this calculation is the sym-
metry of the molecule. A symmetric molecule will display no
dipole moment either because there is no charge separation
(e.g., Hz, Oz, Ny) or as a consequence of cancellation of the
dipole vectors (e.g., benzene, methane).

A molecule can maintain a separation of electric charge
either through induction by an external electric field or by
a permanent charge separation within a polar molecule. The

u() = (4-1)
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(@)

(b)

Fig. 4-2. Vectorial nature of permanent dipole moments for (a) water, (b) carbon dioxide, and (c) a
peptide bond. The distance ris given by the dashed line for each molecule. The arrow represents the
conventional direction that a dipole moment vector is drawn, from negative to positive.

dipolar nature of a peptide bond is an example of a fixed or
permanent dipole, and its effects on the bonding structure
were discussed earlier in this chapter. In proteins, the per-
manent dipolar nature of the peptide bond and side chains
can stabilize secondary structures like a-helices and can also
influence the higher-order conformation of a protein. Induced
dipoles in a protein can also influence hydrophobic core pro-
tein structures, so both types of dipole play a prominent role in
the stabilization of protein-derived therapeutics. Permanent
dipoles in a molecule are discussed in the next section.

To properly discuss dipoles and the effects of solvation,
one must understand the concepts of polarity and dielectric
constant. Placing a molecule in an electric field is one way to
induce adipole. Consider two parallel conducting plates, such
as the plates of an electric condenser, which are separated
by some medium across a distance r, and apply a potential
across the plates (Fig. 4-3). Electricity will flow from the left
plate to the right plate through the battery until the potential
difference of the plates equals that of the battery supplying
the initial potential difference. The capacitance (C, in farads
[F]) is equal to the quantity of electric charge (g, in coulombs)

Voltage source

v

+ a—
+ a—
+ a—
+ > -
+ —
+ Dielectric medium -
+ —
+ _
+ a—
+ Polarized -
molecule

Fig. 4-3. Parallel-plate condenser.

stored on the plates divided by the potential difference (V, in
volts [V]) between the plates:

C=q/\V (4-2)

The capacitance of the condenser in Figure 4-3 depends
on the type of medium separating the plates as well as on
the thickness r. When a vacuum fills the space between the
plates, the capacitance is Cqy. This value is used as a reference
to compare capacitances when other substances fill the space.
If water fills the space, the capacitance is increased because
the water molecule can orientate itself so that its negative
end lies nearest the positive condenser plate and its positive
end lies nearest the negative plate (see Fig. 4-3). This align-
ment provides additional movement of charge because of the
increased ease with which electrons can flow between the
plates. Thus, additional charge can be placed on the plates
per unit of applied voltage.

The capacitance of the condenser filled with some mate-
rial, Cy, divided by the reference standard, Cy, is referred to
as the dielectric constant, :

e =Cy/Co (4-3)

The dielectric constant ordinarily has no dimensions because
it is the ratio of two capacitances. By definition, the dielectric
constant of a vacuum is unity. Dielectric constants of some
liquids are listed in Table 4-2. The dielectric constants of
solvent mixtures can be related to drug solubility as described
by Gorman and Hall,® and ¢ for drug vehicles can be related
to drug plasma concentration as reported by Pagay et al.”
The dielectric constant is a measure of the ability of
molecule to resist charge separation. If the ratios of the capac-
itances are close, then there is greater resistance to a charge
separation. As the ratios increase, so too does the molecule’s
ability to separate charges. Note that field strength and tem-
perature play a role in these measurements. If a molecule has
a permanent dipole, it will have minimal resistance to charge
separation and will migrate in the field. However, the con-
verse is also true. Consider a water molecule at the atomic
level with its positively charged nuclei drawn toward the
negative plate and its negatively charged electron cloud pulled
and oriented toward the positive plate. Oxygen is strongly
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DIELECTRIC CONSTANTS OF SOME LIQUIDS AT 25°C
Substance Dielectric Constant,
N-Methylformamide 182
Hydrogen cyanide 114
Formamide 110
Water 78.5
Glycerol 425
Methanol 32.6
Tetramethylurea 23.1
Acetone 20.7
n-Propanol 20.1
Isopropanol 18.3
Isopentanol 14.7
I-Pentanol 13.9
Benzyl alcohol 131
Phenol 9.8 (60°C)
Ethyl acetate 6.02
Chloroform 4.80
Hydrochloric acid 4.60
Diethyl ether 4.34 (20°C)
Acetonitrile 3.92
Carbon disulfide 2.64
Triethylamine 242
Toluene 2.38
Beeswax (solid) 2.8
Benzene 2.27
Carbon tetrachloride 2.23
|,4-Dioxane 2.21
Pentane 1.84 (20°C)
Furfural 41 (20°C)
Pyridine 12.3
Methy| salicylate 9.41 (30°C)

electronegative and will have a stronger attraction to the pos-
itive pole than will a less electronegative atom. Likewise,
hydrogen atoms are more electropositive and will move fur-
ther toward the positive plate than an atom that is more elec-
tronegative. Conceptually, this will reflect less resistance to
the field.

A molecule placed in that field will align itself in the same
orientation as the water molecules even though the extent of
the alignment and induced charge separation will dramat-
ically differ due to atomic structure. For this discussion,
consider a molecule like pentane. Pentane is an aliphatic
hydrocarbon that is not charged and relies on van der Waals
interactions for its primary attractive energies. Pentane is not
a polar molecule, and carbon is not strongly electronegative.
Carbon-hydrogen bonds are much stronger (less acidic) than
oxygen-hydrogen bonds; therefore, the electrons in the o
bonds are more shared. The electronic structure would not
favor a large charge separation in the molecule and should
have a lower dielectric constant. If a polar functional group
such as an alcohol moiety is added to generate 1-pentanol,
an enhanced ability to undergo charge separation and an
increased dielectric constant is the result. This is readily

== (FY CONCEP [ IAIRGALIEIN

Polarizability is defined as the ease with which an ion or
molecule can be polarized by any external force, whether it
be an electric field or light energy or through interaction with
another molecule. Large anions have large polarizabilities
because of their loosely held outer electrons. Polarizabilities
for molecules are given in the table. The units for «, are A3
or 1072 cm®,

POLARIZABILITIES

Molecule ap x 102 (cm®)
Hy0 1.68

N, 1.79

HCI 3.01

HBr 35

HI 5.6

HCN 5.9

observed in Table 4-2, where the dielectric constant for pen-
tane (at 20°C) is 1.84, that for 1-pentanol (at 25°C) is 13.9,
and that for isopentanol is 14.7 (at 25°C).

When nonpolar molecules like pentane are placed in a
suitable solvent between the plates of a charged capacitor, an
induced polarization of the molecules can occur. Again, this
induced dipole occurs because of the separation of electric
charge within the molecule due to the electric field gener-
ated between the plates. The displacement of electrons and
nuclei from their original positions is the main result of the
induction process. This temporary induced dipole moment
is proportional to the field strength of the capacitor and the
induced polarizability, «p, which is a characteristic property
of the particular molecule.

From electromagnetic theory, it is possible to obtain the
relationship

e—1 4 0
=_7
et 3o

@-4)

where n is the number of molecules per unit volume. Equation
(4-4) is known as the Clausius—Mossotti equation. Multiply-
ing both sides by the molecular weight of the substance, M,
and dividing both sides by the solvent density, p, we obtain

(s 1>M=ﬂnnMo¢p =ﬂnNap= P 4-5)
e+2/) p 3 p 3

where N is Avogadro’s number, 6.023 x 10% mole~?, and
P; is known as the induced molar polarization. P; represents
the induced dipole moment per mole of nonpolar substance
when the electric field strength of the condenser, V/m in volts
per meter, is unity.
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EXAMPLE 4-1
Polarizability of Chloroform

Chloroform has a molecular weight of 119 g/mole and a density of
1.43 g/cm? at 25°C. What is its induced molar polarizability? We
have

-1 M @“48—1) 119 \
_ M _ 1 4. 1
€12 X p T @812 X 1a3 ~ 46-Scmimole

The concept of induced dipole moments can be extended
from the condenser model just discussed to the model of a
nonpolar molecule in solution surrounded by ions. In this
case, an anion would repel molecular electrons, whereas a
cation would attract them. This would cause an interaction of
the molecule in relation to the ions in solution and produce
an induced dipole. The distribution and ease of attraction or
repulsion of electrons in the nonpolar molecule will affect
the magnitude of this induced dipole, as would the applied
external electric field strength.

PERMANENT DIPOLE MOMENT OF
POLAR MOLECULES

In a polar molecule, the separation of positively and nega-
tively charged regions can be permanent, and the molecule
will possess a permanent dipole moment, 1. Thisisanonionic
phenomenon, and although regions of the molecule may pos-
sess partial charges, these charges balance each other so that
the molecule does not have a net charge. Again, we can relate
this to atomic structure by considering the electronegativity
of the atoms in a bond. Water molecules possess a permanent
dipole due to the differences in the oxygen and the hydro-
gen. The magnitude of the permanent dipole moment, 1, is
independent of any induced dipole from an electric field. It is
defined as the vector sum of the individual charge moments
within the molecule itself, including those from bonds and
lone-pair electrons. The vectors depend on the distance of
separation between the charges. Figure 4-2 provides an illus-
tration of dipole moment vectors for water, carbon dioxide,
and a peptide bond. The unit of u is the debye, with 1 debye
equal to 1018 electrostatic unit (esu) cm. The esu is the mea-
sure of electrostatic charge, defined as a charge in a vacuum
that repels a like charge 1 cm away with a force of 1 dyne. In
Sl units, 1 debye = 3.34 x 1030 C-m. This is derived from
the charge on the electron (about 10~ esu) multiplied by
the average distance between charged centers on a molecule
(about 10~ cm or 1 A).

In an electric field, molecules with permanent dipole
moments can also have induced dipoles. The polar molecule,
however, tends to orient itself with its negatively charged cen-
ters closest to positively charged centers on other molecules
before the electric field is applied. When the applied field is
present, the orientation is in the direction of the field. Maxi-
mum dipole moments occur when the molecules are almost
perfectly oriented with respect to the fields. Absolutely per-
fect orientation can never occur owing to thermal energy of

the molecules, which contributes to molecular motion that
opposes the molecular alignment. The total molar polariza-
tion, P, is the sum of induction and permanent dipole effects:

e—1\ M
P=P+P= —
i+ Po (8—!—2)[)

where Pg is the orientation polarization of the permanent
dipoles. Pq is equal to 47Nyu?/9 KT, in which k is the Boltz-
mann constant, 1.38 x 10~2 joule/K. Because Py depends

on the temperature, T, equation (4-6) can be rewritten in a
linear form as

(4-6)

1

(4-7)
where the slope A is 47 Nu?/9k and P; is the y intercept.
If P is obtained at several temperatures and plotted against
1/T, the slope of the graph can be used to calculate « and the
intercept can be applied to compute «,. The values of P can
be obtained from equation (4-6) by measuring the dielectric
constant and the density of the polar compound at various
temperatures. The dipole moments of several compounds are
listed in Table 4-3.

In solution, the permanent dipole of a solvent such as
water can strongly interact with solute molecules. This inter-
action contributes to the solvent effect and is associated, in
the case of water, with the hydration of ions and molecules.
The symmetry of the molecule can also be associated with
its dipole moment, which is observed with carbon dioxide
(no net dipole) in Figure 4-2. Likewise, benzene and p-
dichlorobenzene are symmetric planar molecules and have
dipole moments of zero. Meta and ortho derivatives of ben-
zene, however, are not symmetric and have significant dipole
moments, as listed in Table 4-3.

The importance of dipole interactions should not be under-
estimated. For ionic solutes and nonpolar solvents, ion—
induced dipole interactions have an essential role in solubility
phenomena (Chapter 9). For drug—receptor binding, dipole—
dipole interactions are essential noncovalent forces that con-
tribute to enhance the pharmacologic effect, as described by
Kollman. For solids composed of molecules with permanent
dipole moments, the dipole interactions contribute to the crys-
talline arrangement and overall structural nature of the solid.
For instance, water molecules in ice crystals are organized
through their dipole forces. Additional interpretations of the
significance of dipole moments are given by Minkin et al.®

ELECTROMAGNETIC RADIATION

Electromagnetic radiation is a form of energy that propagates
through space as oscillating electric and magnetic fields at
right angles to each other and to the direction of the prop-
agation, shown in Figure 4—-4a. Both electric and magnetic
fields can be described by sinusoidal waves with character-
istic amplitude, A, and frequency, v. The common represen-
tation of the electric field in two dimensions is shown in
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DIPOLE MOMENTS OF SOME COMPOUNDS
Compound Dipole Moment (Debye Units)
p-Dichlorobenzene 0
H, 0
Carbon dioxide 0
Benzene 0
|,4-Dioxane 0
Carbon monoxide 0.12
Hydrogen iodide 0.38
Hydrogen bromide 0.78
Hydrogen chloride 1.03
Dimethylamine 1.03
Barbital 1.10
Phenobarbital 1.16
Ethylamine 1.22
Formic acid 14
Acetic acid 14
Phenol 1.45
Ammonia 1.46
m-Dichlorobenzene 15
Tetrahydrofuran 1.63
n-Propanol 1.68
Chlorobenzene 1.69
Ethanol 1.69
Methanol 1.70
Dehydrocholesterol 1.81
Water 1.84
Chloroform 1.86
Cholesterol 1.99
Ethylenediamine 1.99
Acetylsalicylic acid 2.07
o-Dichlorobenzene 2.3
Acetone 2.88
Hydrogen cyanide 2.93
Nitromethane 3.46
Acetanilide 3.55
Androsterone 3.70
Acetonitrile 3.92
Methyltestosterone 4.17
Testosterone 4.32
Urea 4.56
Sulfanilamide 5.37

Figure 4-4b. This frequency, v, is the number of waves pass-
ing a fixed point in 1 sec. The wavelength, 4, is the extent of
a single wave of radiation, that is, the distance between two
successive maxima of the wave, and is related to frequency
by the velocity of propagation, v:

V=VA (4-8)
The frequency of the radiation depends on the source and
remains constant; however, the velocity depends on the com-

position of the medium through which it passes. In a vacuum,
the wave of radiation travels at its maximum, the speed of

light, ¢ = 2.99792 x 108 m/sec. Thus, the frequency can be
defined as

vV =C/A “4-9)

The wave number, V, defined as the reciprocal of the wave-
length, is another way of describing the electromagnetic radi-
ation:

1 v

V=—=—

A v

The wave number (in cm™1) represents the number of wave-

lengths found in 1 cm of radiation in a vacuum. It is widely

used because it is directly proportional to the frequency, and

thus to the energy of radiation, E, given by the famous and

fundamental relationship of Planck and Einstein for the light
quantum or energy of a photon:

(4-10)

E =hv=hcv 4-11)

where h is Planck’s constant, which is equal to 6.6261 x
1034 joules.

The electromagnetic spectrum is classified according to
its wavelength or its corresponding wave number, as illus-
trated in Table 4—4. The wavelength becomes shorter as the
corresponding radiant energy increases. Most of our knowl-
edge about atomic and molecular structure and properties
comes from the interaction of electromagnetic radiation with
matter. The electric field component is mostly responsible
for phenomena such as transmission, reflection, refraction,
absorption, and emission of electromagnetic radiation, which
give rise to many of the spectroscopic techniques discussed
in this chapter. The magnetic component is responsible for
the absorption of energy in electron paramagnetic resonance
(EPR) and nuclear magnetic resonance (NMR), techniques
described at the end of the chapter.

ATOMIC AND MOLECULAR SPECTRA

All atoms and molecules absorb electromagnetic radiation at
certain characteristic frequencies. According to elementary
quantum theory, ions and molecules can exist only in certain
discrete states characterized by finite amounts of energy (i.e.,
energy levels or electronic states) because electrons are in
motion around the positively charged nucleus in atoms. Thus,
the radiant energy absorbed by a chemical species has only
certain discrete values corresponding to the individual tran-
sitions from one energy state (E;) to a second, upper energy
state (E,) that can occur in an atom or molecule (Fig. 4-5).
The pattern of absorption frequencies is called an absorp-
tion spectrum and is produced if radiation of a particular
wavelength is passed through a sample and measured. If the
energy of the radiation is decreased upon exit, the change in
the intensity of the radiation is due to electronic excitation.
In some instances, electromagnetic radiation can also be
produced (emission) when the excited species (atoms, ions, or
molecules excited by means of the heat of a flame, an electric
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Fig. 4-4. The oscillating electric and
magnetic fields associated with electro-

v

(b) ——— Time or distance

current spark, absorption of light, or some other energy
source) relax to lower energy levels by releasing energy as
photons (hv). The emitted radiation as a function of the wave-
length or frequency is called the emission spectrum.
Atomic spectra are the simplest to describe and usually
present a series of lines corresponding to the frequencies
of specific electronic transition states. An exact description
of these transitions is possible only for the hydrogen atom,
for which a complete quantum mechanical solution exists.°
Even so, the absorption and emission spectra for the hydro-
gen atom also can be explained using a less sophisticated
theory such as the Bohr’s model. In this approach, the energy
of an electron moving in a definite orbit around a positively
charged nucleus in an atom is given by
272Z%me*
E= ~—nz (4-12)
where Z is the atomic number, m is the mass of the electron
(9.1 x 1073 kg), n is an integer number corresponding to

magnetic radiation.

the principal quantum number of the orbit, e is the charge on
the electron (1.602 x 10~° coulomb or 1.519 x 1014 m3/2
kg/? sec™1), and h is Planck’s constant.

Bohr’s model also assumes that electrons moving in these
orbits are stable (i.e., angular momentum is quantized), and
therefore absorption or emission occurs only when electrons
change orbit. Thus, the characteristic frequency of the pho-
ton absorbed or emitted corresponds to the absolute value of
the difference of the energy states involved in an electronic
transition in an atom. Thus, the difference between electron
energy levels, E, — E;, having respective quantum numbers
n, and ny, is given by the expression

272004
E:—E1= iz me; ﬁzme <n—12 — n_lz) (4-13)

1 2
The energy of a photon of electromagnetic radiation E is
related to the frequency of the radiation by equation (4-12).
Substituting the energy difference by the corresponding
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Fig. 4-5. Comparison of (a) atomic and (b) molecular energy levels.

characteristic wave number according to equation (4-11) in
equation (4-13), we obtain

2727%me* [/ 1 1
T "2 a2

ng n;
where n; and n; are the principal quantum numbers for the
orbital states involved in an electronic transition of the atom
from level E; to E,.

The first term on the right in equation (4-14) is composed
of fundamental constants and the atomic number Z. For the
hydrogen atom Z = 1, and substitution of the appropriate val-
ues affords asingle constant Rg of value 109,737.3 cm~1. This
value is calculated from the Bohr’s theory and assumes that
the nucleus of infinite mass was stationary with respect to the
electron orbit. A more accurate analysis involves the replace-
ment of the mass of the electron by the reduced mass of the
electron in the hydrogen atom, puy = 0.9994558m. The cor-
rected theoretical value of Rg, now called Ry, is (109737.3)
(0.9994558) = 109,677.6 cm~1. The experimental value for
this constant, also known as the Rydberg constant, is Ry =
109,678.76 cm~1. The remarkable agreement between the
theoretical and experimental values of Ry gave initial sup-
port to Bohr’s theory, although it was later abandoned for the
more complete quantum mechanical treatment.® Neverthe-
less, the absorption and emission spectra for the hydrogen
atom are fully explained by Bohr’s theory. Thus, introducing
Ry inequation (4-14), we find the characteristic wave number
only from the values of n, the principal quantum number of the
electron’s orbit for the transition, given by the simple relation

V—R<1 1)
—nf g

V= (4-14)

(4-15)

EXAMPLE 4-2

Energy of Excitation

(@) What is the energy (in joules and cm~!) of a quantum of radiation
absorbed to promote the electron in the hydrogen atom from its
ground state (n; = 1) to the second orbital, n, = 2?

‘We can solve this problem by using equation (4—13) and replacing
the values of all physical constants involved and using Z = 1; we
find

2 % (3.14 x (1)? x (9.1 x 10731) x (1.519 x 10~ 14)*

(6.629 x 10—34)2
1 1

= 1.63 x 10~ 8 joule

Ez—EIZ

Note that joule = kg X m? X sec™2.

To obtain the answer in cm~!, we can use equation (4-11) to
convert joules into wave number, or directly use equation (4-15):

_ RH<1 1)
V= = - =
noon

Using this equation we obtain,

1 1
- —1 _ —1
v = (109,677.6 cm )W o 82,258.2 cm
and therefore, from equation (4-10), the wavelength of the spectral
line when an electron passes from the n = 1 orbital to the n = 2
orbital is

1 1 -
A== gaaseg = M2 X107 o

122 nm

This is the first line of the Lyman ultraviolet series of
the atomic spectra for hydrogen. Note that, from equation
(4-12), the electron of the hydrogen atom in the ground state,
n = 1, has a lower energy (-2.18 x 10~*8 joule) than that in
the next highest electron state, n = 2 (-0.55 x 1078 joule).
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When the electron acquires sufficient energy to leave the
atom, it is regarded as infinitely distant from the nucleus, and
the nucleus is considered no longer to affect the electron.
The energy required for this process, which results in the
ionization of the atom according to

H—lew > HT

is also known as the ionization potential. If we consider this
process as occurring when n = oo, then the ionization poten-
tial from the ground state (n =1)ton = oo is

2727%me* (1 1 )

E,—E1=

h2 1 o~

Because 1/00 =0,
2m2Z%me*

h2
This is equivalent to —E for n = 1, according to equation
(4-13). Thus, the ionization potential exactly equals the neg-
ative energy of the electron in the ground state with a value
of 10,9677.6 cm~! (equals 13.6 eV).

Virtually all atoms but hydrogen have more than one elec-
tron. Therefore, approximate methods are used to evaluate
electronic transition states for most atoms. In these atoms,
spin pairing energy and electron—electron repulsion arise, so
that description of the electronic states is not as straightfor-
ward as in the hydrogen atom. For practical purposes, most
elements of the periodic table display a characteristic atomic
absorption and emission spectrum associated with the elec-
tronic transition states that can be used to identify and quan-
tify specific elements. Some of the more sensitive spectral
wavelengths associated with particular atoms are given in
Table 4-5. For instance, the simplified energy-level diagram
for the sodium atom in Figure 4-5a illustrates the source of
the lines in a typical emission spectrum of gas-phase sodium.
The single-outer-electron ground state for sodium is located
in the 3s orbital. After excitation (i.e., absorption of energy
as shown by wavy lines), two emission lines (about 330 and
590 nm) result from the transitions 4p — 3s and 3p — 3s,

Ey— Ey =

TABLE 4-5
SPECTRAL WAVELENGTHS ASSOCIATED WITH
ELECTRONIC TRANSITIONS USED IN THE DETECTION

OF PARTICULAR ELEMENTS
Element Wavelength (nm)
As 193.7
CA 422.7
Na 589.0
Cu 324.8
Hg 253.7
Li 670.8
Pb 405.8
Zn 213.9
K 766.5

respectively. Many types of atomic spectrometers are avail-
able depending on the methods used for atomization and
introduction of the sample. Further detailed information can
be found in the references cited in this chapter.

Atomic spectroscopy has pharmaceutical applications in
analysis of metal ions from drug products and in the qual-
ity control of parenteral electrolyte solutions. For example,
blood levels of lithium, used to treat bipolar disorder (manic
depressive disorder), can be analyzed by atomic spectroscopy
to check for overdosing of lithium salts.

In addition to having electronic states, molecules have
quantized vibrational states, which are associated with ener-
gies due to interatomic vibrations (e.g., stretching and bend-
ing), and rotational states, which are related to the rotation
of molecules around their center of gravity. These additional
energy states available for electron transitions make the spec-
tra of molecules more complex than those of atoms. In the
case of vibration, the interatomic bonds may be thought of
as springs between atoms (see Fig. 4-14) that can vibrate
in various stretching or bending configurations depending
on their energy levels. In rotation, the motion is similar to
that of a top spinning according to its energy level. In addi-
tion, the molecule may have some kinetic energy associated
with its translational (straight-line) motion in a particular
direction.

The energy levels associated with these various transitions
differ greatly from one another. The energy associated with
movement of an electron from one orbital to another is typ-
ically about 10~ joule (electronic transitions absorb in the
ultraviolet and visible light region between 180 and 780 nm;
see Example 4-2), where the energy involved in vibrational
changes is about 107 to 10=?° joule (infrared region)
depending on the atoms involved, and the energy for rota-
tional change is about 10~2! joule. The energy associated with
translational change is even smaller, about 10~% joule. The
precise energies associated with these individual transitions
depend on the atoms and bonds that compose the molecule.
Each electronic energy state of a molecule normally has sev-
eral possible vibrational states, and each of these has several
rotational states. The rotational energy levels are lower than
the vibrational levels and are drawn in a similar manner to
the quantized vibrational levels in the electronic states, as
shown in Figure 4-5b. The translational states are so numer-
ous and the energy levels between translational states are so
small that they are normally considered a continuous form of
energy and are not treated as quantized. The total energy of a
molecule is the sum of its electronic, vibrational, rotational,
and translational energies.

When a molecule absorbs electromagnetic radiation, it
can undergo certain transitions that depend on the quantized
amount of energy absorbed. In Figure 4-5, the absorption of
radiation (wavy lines) leads to two different energy transi-
tions, AE, which result in the electronic transition from the
lowest level of the ground state (Sp) to an excited electronic
state (S or Sy). Electronic transitions of molecules involve
energies corresponding to ultraviolet or visible radiation.
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Purely vibrational transitions may occur within the same
electronic state (e.g., a change from level 1 to 2 in Sp) and
involve near-infrared (IR) radiation. Rotational transitions
(not shown in Fig. 4-5) are associated with low-energy radi-
ation over the entire infrared wavelength region. The rela-
tively large energy associated with an electronic transition
usually leads to a variety of concurrent, different vibrational
and rotational changes. Slight differences in the vibrational
and rotational nature of the excited electronic state complicate
the spectrum. These differences lead to broad bands, charac-
teristic of the ultraviolet and visible regions, rather than the
sharp, narrow lines characteristic of individual vibrational or
rotational changes in the infrared region.

The energy absorbed by a molecule may be found only
at a few discrete wavelengths in the ultraviolet, visible, and
infrared regions, or the absorptions may be numerous and at
longer wavelengths than originally expected. The latter case,
involving longer-wavelength radiation, is normally found for
molecules that have resonance structures, such as benzene,
in which the bonds are elongated by the resonance and have
lower energy transitions than would be expected otherwise.
Electromagnetic energy may also be absorbed by a molecule
from the microwave and radio wave regions (see Table
4-4). Low-energy transitions involve the spin of electrons in
the microwave region and the spin of nuclei in the radio wave
region. The study of these transitions constitutes the fields of
EPR and NMR spectroscopy. These various forms of molec-
ular spectroscopy are discussed in the following sections.

ULTRAVIOLET AND VISIBLE
SPECTROPHOTOMETRY

Electromagnetic radiation in the ultraviolet (UV) and visible
(Vis) regions of the spectrum fits the energy of electronic tran-
sitions of a wide variety of organic and inorganic molecules

oc—> oY
x—>a
n—> o
n—>xg"

Energy

and ions. Absorbing species are usually classified accord-
ing to the type of molecular energy levels involved in the
electronic transition, which depends on the electronic bond-
ing within the molecule.'**> Commonly, covalent bonding
occurs as a result of a pair of electrons moving around the
nuclei in a way that minimizes both internuclear and inter-
electronic Coulombic repulsions. Combinations of atomic
orbitals (i.e., overlap) give rise to molecular orbitals, which
are locations in space with an associated energy in which
bonding electrons within a molecule can be found.

For instance, the molecular orbitals commonly associated
with single covalent bonds in organic species are called sigma
orbitals (o), whereas a double bond is usually described as
containing two types of molecular orbitals: one sigma and
one pi (7). Molecular orbital energy levels usually follow
the order shown in Figure 4-6.

Thus, when organic molecules are exposed to light in
the UV-Vis regions of the spectrum (see Table 4-4), they
absorb light of particular wavelengths depending on the type
of electronic transition that is associated with the absorption.
For example, hydrocarbons that contain o-type bonds can
undergo only o — o * electronic transitions from their ground
state. The asterisk (*) indicates the antibonding molecular
orbital occupied by the electron in the excited state after
absorption of a quantized amount of energy. These electronic
transitions occur at short-wavelength radiation in the vac-
uum ultraviolet region (wavelengths typically between 100
and 150 nm). If a carbonyl group is present in a molecule,
however, the oxygen atom of this functional group possesses
a pair of nonbonding (n) electrons that can undergon — 7 *
or n — o* electronic orbital transitions. These transitions
require a lower energy than do o — o™ transitions and
therefore occur from the absorption of longer wavelengths
of radiation (see Fig. 4-6). For acetone,n — 7*andn — o*
transitions occur at 280 and 190 nm, respectively. For alde-
hydes and ketones, the region of the ultraviolet spectrum
between 270 and 290 nm is associated with their carbonyl

Antibonding
Antibonding
Nonbonding
Bonding
_ Fig. 4-6. Molecular orbital electronic transitions com-
Bonding monly found in ultraviolet-visible spectroscopy.
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n — m* electronic transitions, and this fact can be used
for their identification. Thus, the types of electronic orbitals
present in the ground state of the molecule dictate the region
of the spectrum in which absorption can take place. Those
parts of a molecule that can be directly associated with an
absorption of ultraviolet or visible light, such as the carbonyl
group, are called chromophores.

Most applications of absorption spectroscopy to organic
molecules rely on transitions from n or x electrons to 7*
because the energies associated with these electronic transi-
tions fall in an experimentally convenient region from 200 to
700 nm.

The amount of light absorbed by a sample is based on the
measurement of the transmittance, T, or the absorbance, A,
in transparent cuvettes or cells having a path length b (in cm)
according to equation (4-16):

A= —logT = log(lg/l) = &bC (4-16)

where |y is the intensity of the incident light beam and I is in
the intensity of light after it emerges from the sample.

Equation (4-16) is also known as Beer’s law, and relates
the amount of light absorbed (A) to the concentration of
absorbing substance (C in mole/liter), the length of the path
of radiation passing through the sample (b in cm), and
the constant ¢, known as the molar absorptivity for a par-
ticular absorbing species (in units of liter/mole ¢cm). The
molar absorptivity depends not only on the molecule whose
absorbance is being determined but also on the type of sol-
vent being used, the temperature, and the wavelength of light
used for the analysis.

EXAMPLE 4-3

Absorbance Maxima Changes Due to Chemical Instability

(a) A solution of ¢ = 2 x 10~ mole/liter of chlordiazepoxide dis-
solved in 0.1 N sodium hydroxide was placed in a fused silica
cell having an optical path of 1 cm. The absorbance A was found
to be 0.648 at a wavelength of 260 nm. What is the molar absorp-
tivity?

(b) If a solution of chlordiazepoxide had an absorbance of 0.298 in
a 1-cm cell at 260 nm, what is its concentration?

(@)

A 648 x 10!

bc  1x (2 x10-5)
= 3.24 x 10*liter/mole cm

E =

(b
A 2.98 x 101

=T —9.20 x 10~° mole/lit
be — 1x (3.24 x 109 x 1D motefiter

C =

The large value of ¢ indicates that chlordiazepoxide
absorbs strongly at this wavelength. This molar absorptivity
is characteristic of the drug dissolved in 0.1 N NaOH at this
wavelength and is not the same as it would be in 0.1 N HCI.
A lactam is formed from the drug under acid conditions that
has an absorbance maximum at 245 rather than 260 nm and
a correspondingly different & value. Large values for molar
absorptivities are usually found in molecules having a high

degree of conjugation of chromophores, such as the con-
jugated double bonds in 1,3-butadiene, or the combination
of carbonyl or carboxylic acids with double bonds as in
a, B unsaturated ketones. In particular, highly conjugated
molecules such as aromatic hydrocarbons and heterocycles
typically display absorption bands characteristic of 7 — 7 *
transitions and have significantly higher e values.

EXAMPLE 4-4

Absorption Maxima Calculation

Aminacrine is an anti-infective agent with the following molecular
structure:

Its highly conjugated acridine ring produces a complex ultravio-
let spectrum in dilute sulfuric acid that includes absorption maxima
at 260, 313, 326, 381, 400, and 422 nm. The molar absorptivities of
the absorbances at 260 and 313 nm are 63,900 and 1130 liter/mole
cm, respectively. What is the minimum amount of aminacrine that
can be detected at each of these two wavelengths?

If we assume an absorbance level of A = 0.002 corresponding to
a minimum detectable concentration of the drug, then, at 260 nm,

e A _ 0002
T bxe 1x63900
and at 381 nm

= 3.13 x 10~ mole/liter

0.002

_ -1 —6 .
c= % 1130 1.77 x 10~° mole/liter

Nearly 100 times greater sensitivity in detecting the drug
is possible with the 260-nm absorption band, which is reflec-
tive of a higher number of electronic transitions that can occur
at the higher energy. The absorbance level of 0.002 was cho-
sen by judging this value to be a significant signal above
instrumental noise (i.e., interference generated by the spec-
trophotometer in the absence of the drug). For a particular
analysis, the minimum absorbance level for detection of a
compound depends on both the instrumental conditions and
the sample state, for example, the solvent chosen for dis-
solution of the sample. Instrumental conditions vary across
spectrophotometers, and will be discussed later. With regard
to the sample conditions, solvents may have dramatically
different polarities, which are addressed in the Dielectric
Constant and Induced Polarization section. The polarity of
a solvent may influence the bonding state of a molecule by
changing the attractive and repulsive forces in the molecule
through solvation. For example, a polar compound dissolved
in water will have different capacities to undergo electronic
transitions than if it were dissolved in a nonpolar, aprotic
solution.

As illustrated in Example 4-4, a molecule may have
more than one characteristic absorption wavelength band,
and the complete UV-Vis wavelength absorption spectrum
can provide information for the positive identification of a
compound. Each functional group has different associated
molecular bonding and electronic structure, which will have
different wavelengths that maximally absorb energy. There-
fore, the resulting spectrum for a molecule can be used as a
“molecular fingerprint” to determine the molecular structure.
Changes in the order of bonding or in electronic structure will
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alter the UV-Vis spectrum, as illustrated with chlordiazepox-
ide and its lactam. As a result, many different molecular
properties can be monitored by using a UV-Vis spectropho-
tometer including chemical reactions, complexation, and
degradation, making it a powerful tool for pharmaceutical
scientists.

Absorption spectroscopy is one of the most widely used
methods for quantitative analysis due to its wide applica-
bility to both organic and inorganic systems, moderate to
high sensitivity and selectivity, and good accuracy and con-
venience. Modern spectroscopic instrumentation for measur-
ing the complete molecular UV-Vis absorption spectra is
commonplace in both industrial and academic settings. Two
main types of spectrophotometers, usually coupled to per-
sonal computers for data analysis, are commercially avail-
able: double-beam and diode-array instruments.

A schematic diagram of a traditional double-beam UV-
Vis spectrophotometer is shown in Figure 4-7. The beam
of light from the source, usually a deuterium lamp, passes
through a prism or grating monochromator to sort the light
according to wavelength and spread the wavelengths over
a wide range. This permits a particular wavelength region
to be easily selected by passing it through the appropriate
slits. The selected light is then split into two separate beams
by a rotating mirror, or “chopper,” with one beam passed
through the reference, which is typically the blank solvent
used to dissolve the sample, and the other through the sam-
ple cell containing the test molecule. After each beam passes
through its respective cell, it is reflected onto a second mir-
ror in another chopper assembly, which alternatively selects
either the reference or the combined beams to focus onto the
photomultiplier detector. The rapidly changing current sig-
nal from the detector is proportional to the intensity of the
particular beam, and this is fed into an amplifier, which elec-

{,

Second monochromator

Second chopper

Fig. 4-7. A double-beam ultraviolet-visible
spectrophotometer. (Courtesy of Varian, Inc.,

Photomultiplier Palo Alto, CA.)

tronically separates the signals of the reference beam from
those of the sample beam. The final difference in beam signals
is automatically recorded. In addition, it is common practice
to first put the solvent in the sample cell and set the spec-
trophotometer’s absorbance to zero to serve as the baseline
reference. The samples can then be placed in the sample cell
and measured, with the difference from the baseline being
reported. The sample data are reported as a plot of the inten-
sity, usually as absorbance, against the wavelength, as shown
for the chlordiazepam lactam in Figure 4-8.

Figure 4-9 is an illustration of a typical diode-array spec-
trophotometer. Note that these instruments have simpler opti-
cal components, and, as a result, the radiation throughput is
much higher than in traditional double-beam instruments.
After the light beam passes the sample, the radiation is
focused on an entrance slit and directed to a grating. The
transducer is a diode array from which resolutions of 0.5 nm
can be reached. A single scan from 200 to 1100 nm takes
only 0.1 sec, which leads to a significant improvement in
the signal-to-noise ratio by accumulating multiple scans in a
short time.

Typically, a calibration curve from a series of standard
solutions of known but varying concentration is used to gen-
erate standard curves for quantitative analysis. An absorbance
spectrum can be used to determine one wavelength, typically
an absorption maximum, where the absorbance of each sam-
ple can be efficiently measured. The absorbance for standards
is measured at this point and plotted against the concentra-
tion, as shown in Figure 4-10, to obtain what is known as a
Beer’s-law plot. The concentration of an “unknown” sample
can then be determined by interpolation from such a graph.

Spectrophotometry is a useful tool for studying chemical
equilibria or determining the rate of chemical reactions. The
chemical species participating in the equilibria must have
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Fig. 4-8. The absorbance maxima of
chlordiazepoxide lactam as a func-
tion of the wavelength. (Modified from

T
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different absorption spectra due to changes in the electronic
structure in the associated or dissociated states (Chapter 8),
which influence the bonding structure. This change results
in the variation in absorption at a representative wavelength
for each species while the pH or other equilibrium variable is
changed. If one determines the concentrations of the species
from Beer’s law and knows the pH of the solution, one can
calculate an approximate pK, for a drug. For example, if the
drug is a free acid (HA) in equilibrium with its base (A™),
then the pK, is defined by
[HA]
pKy = pH + log [A]
When [HA] = [A~], as determined by their respec-
tive absorbances in the spectrophotometric determination,
pKa = pH.

EXAMPLE 4-5

Ionization State and Absorption

4-17)

Phenobarbital shows a maximum absorption of 240 nm as the
monosodium salt (A™), whereas the free acid (HA) shows no absorp-

Diode array

Z

Dispersion device

Entrance slit
Sample

Source

Fig. 4-9. Schematic of an HP-8453 diode-array ultraviolet-visible
spectrophotometer. (Courtesy of Hewlett-Packard, Palo Alto, CA.)

http://chrom.tutms.tut.ac.jp/JINNO/
DRUGDATA/17chlordia-zepoxide.
html)

tion maxima in the wavelength region from 230 to 290 nm. If the
free acid in water is slowly titrated with known volumes of dilute
NaOH and the pH of the solution and the absorbance at 240 nm
are measured after each titration, one reaches a maximum
absorbance value at pH 10 after the addition of 10 mL of titrant.
How can pK, be determined from this titration?

By plotting the absorbance against the pH over the titration range
to pH = 10, one can obtain the midpoint in absorbance, where half
the free acid has been titrated, and [HA] = [A ] (Fig. 4-8). The pH
corresponding to this absorbance midpoint is approximately equal
to the pK,, namely, pKj,; for the first ionization stage of phenobar-
bital. This midpoint occurs at a pH of 7.3; therefore, pK, = 7.3.
For more accurate pK, determinations, refer to the discussion in
Chapter 8.

Reaction rates can also be measured when a particular
reaction species has an absorption spectrum that is noticeably

0.15 -
8 0104
c
©
2
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<
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Concentration (10-° mole/liter)

Fig. 4-10. A Beer's-law plot of absorbance against the concentra-
tion of chlordiazepoxide.
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different from the spectra of other reactants or products.
One can follow the rate of appearance or disappearance of
the selected species by recording its absorbance at specific
times during the reaction process. If no other reaction species
absorbs at the particular wavelength chosen for this determi-
nation, the reaction rate will simply be proportional to the
rate of change of absorbance with reaction time. Standard
curves can be generated if the selected reactant is available
in a pure form. It must be noted that the assumption that the
other species or reaction intermediates do not interfere with
the selected reactant can also be flawed, as discussed later. An
example of the use of spectrophotometry for the determina-
tion of reaction rates in pharmaceutics is given by Jivani and
Stella,*® who used the disappearance of para-aminosalicylic
acid from solution to determine its rate of decarboxylation.

Spectrophotometry can be used to study enzyme reactions
and to evaluate the effects of drugs on enzymes. For example,
the analysis of clavulanic acid can be accomplished by mea-
suring the ultraviolet absorption of penicillin G at 240 nm,
as described by Gutman et al.** Clavulanic acid inhibits the
activity of g-lactamase enzymes, which convert penicillin G
to penicilloic acid, where R is CgHsCH,—.

The method first requires that the rate of absorbance
change at 240 nm be measured with a solution containing
penicillin G and a B-lactamase enzyme. Duplicate experi-
ments are then performed with increasing standard concentra-
tions of clavulanic acid. These show a decrease in absorbance
change, equivalent to the enzyme inhibition from the drug,
as the concentration of the drug increases. The concentra-
tion of an unknown amount of clavulanic acid is measured
by comparing its rate of enzyme inhibition with that of the
standards.

The primary weakness with a spectrophotometer used in
such a manner is that it measures all of the species in a sam-
ple even though a single wavelength might be selected for its
molecular detection specificity. UV-Vis spectra generated at
a given wavelength(s) cannot properly detect changes in the
species that arise during a reaction. For example, a reaction
intermediate(s) may be generated that has stronger absorp-
tion at the wavelength selected than the reactant or the prod-
uct being measured. Finally, there are many different reac-
tion pathways that include multiple species with overlapping
absorption, so the selection of a single wavelength for detec-
tion does not provide good selectivity. One way to correct
this is to generate a UV-Vis absorption scan across a wide
wavelength range and measure changes in several specific
absorption maxima. However, the same problems can obfus-
cate the data in this approach as well. Therefore, in many
cases, the complex reaction milieu is not readily adaptable
to a single spectroscopic method. Thus, an ability to sepa-
rate the individual species and quantitate their levels would
provide enhanced sensitivity. UV-Vis spectrophotometers
are also used in conjunction with many other methods for
detecting molecules, for example, high-performance liquid
chromatography (HPLC), which eliminates species interfer-
ence by separating the compounds before detection occurs.

The major use of spectrophotometry is in the field of quan-
titative analysis, in which the absorbance of chromophores
is determined. Various applications of spectrophotometry are
discussed by Schulman and Vogt.*®

FLUORESCENCE AND PHOSPHORESCENCE

Luminescence is an emission of radiation in the ultravio-
let, visible, or near-IR regions from electronically excited
species. An electron in an atom or a molecule can be excited
by means of absorbing energy, for instance a photon of light,
to reach an electronic excited state (see prior discussion of
orbital transitions). The excited state is relatively short-lived,
and the electron can return to its ground state via radiative and
nonradiative energy emission. If the preferred path to return
to the ground state involves releasing energy through internal
conversions by changes in vibrational states or through col-
lisions with the environment (e.g., solvent molecules), then
the molecule will not display luminescence. Many chemical
species, however, emit radiation when returning to the ground
state either as fluorescence or as phosphorescence, depend-
ing on the mechanism by which the electron finally returns
to the ground state.

Figure 4-11 shows a simplified energy diagram (also
known as a Perrin—Jablonsky diagram) of the typical mecha-
nisms that a chemical species undergoes after being electron-
ically excited. The absorption of a photon usually excites an
electron from the ground state toward its excited states with-
out changing its spin (i.e., a singlet ground state will absorb
into a singlet excited state, called a spin-allowed transition).

The triplet state usually cannot be achieved by excita-
tion from the ground state, this being termed a “forbidden”
transition according to quantum theory. It is usually reached
through the process of intersystem crossing (ISC), which is a
nonradiative transition between two isoenergetic vibrational
levels belonging to electronic states of different multiplici-
ties. For example, the excited singlet (S;) in the 0 vibrational
mode can move to the isoenergetic vibrational level of T,
triplet state, then vibrational relaxation can bring it to the
lowest vibrational level of Ty, with the concomitant energy
loss (see Fig. 4-11). From T4, radiative emission to Sy can
occur, which is called phosphorescence.

The excited triplet state (T;) is usually considered more
stable (i.e., having a longer lifetime) than the excited sin-
glet state (S;). The length of time during which light will
be emitted after the molecule has become excited depends
on the lifetime of the electronic transition. Therefore, we
can expect phosphorescence to occur for a longer period
after excitation than after fluorescence. Ordinarily, fluores-
cence occurs between 1071% and 10~ sec after excitation,
whereas the lifetime for phosphorescence is between 10~/
and 1 sec. Because of its short lifetime, fluorescence is usually
measured while the molecule is being excited. Phosphores-
cence uses a pulsed excitation source to allow enough time to
detect the emission. It should be noted that measurements of
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Fig.4-11. APerrin—Jablonskidiagramillustrating the multiple pathways by which absorbed molecular
energy can be released. Relaxation can occur through a nonradiative pathway or radiative emission
of fluorescence or phosphorescence. The singlet (S) and triplet (T) states pertain to the electronic

structure in the molecule after excitation.

fluorescence lifetimes on the order of femtoseconds have
been demonstrated to be valuable in studying transition states,
as described by Zewail.*6

Fluorescence normally has a longer wavelength than the
radiation used for the excitation phase, principally because
of internal energy losses within the excited molecule before
the fluorescent emission S; — Sg occurs (Fig. 4-11). The gap
between the first absorption band and the maximum fluores-
cence is called the Stokes shift. Phosphorescence typically
has even longer wavelengths than fluorescence owing to the
energy difference that occurs in ISC as well as the loss of
energy due to internal conversion over a longer lifetime.

A representative schematic of a typical fluorometer is
shown in Figure 4-12. Generally, fluorescence intensity is
measured in these instruments by placing the photomultiplier
detector at right angles to the incident light beam that pro-
duces the excitation. The signal intensity is recorded as rela-
tive fluorescence against a standard solution. Because photo-
luminescence can occur in any direction from the sample, the
detector will sense a part of the total emission at a characteris-
tic wavelength and will not be capable of detecting radiation
from the light beam used for excitation.

Fluorometry is a very sensitive technique, up to 1000 times
more sensitive than spectrophotometry. This is because the
fluorescence intensity is measured above a low background
level, whereas in measuring low absorbances, two large
signals that are slightly different are compared. Recently,
advances in instrumentation have made it possible to detect
fluorescence at a single-molecule level .t

Photoluminescence occurs only in those molecules that
can undergo the specified photon emissions after excita-
tion with consequent return to the ground state. Many
molecules do not possess any photoluminescence, although
they can largely absorb light. Most often, molecules that dis-
play fluorescence or phosphorescence contain a rigid conju-
gated structure such as aromatic hydrocarbons, rhodamines,
coumarins, oxines, polyenes, and so on, or inorganic lan-
thanides ions like Eu®* or Tb%*, which also show strong
fluorescence. Many drugs (e.g., morphine), some natural
amino acids and cofactors (e.g., tyrosine, tryptophan, nicoti-
namide adenine dinucleotide, reduced form flavin adenine
dinucleotide, etc.) fluoresce. Some examples are given in
Table 4-6 along with their characteristic excitation and emis-
sion wavelengths, which can be used for qualitative and quan-
titative analyses.

Fluorescence detection and analysis has become a major
tool in biopharmaceutical and chemical analysis, particularly
inareas related to manipulation of biopolymers (nucleic acids
and proteins) and imaging of biologic membranes and liv-
ing organisms (cells, bacteria, etc.). For example, in peptides
and proteins the UV absorbance for the n — 7* (¢ = 100)
and 7 — 7w* (¢ = 7000) transitions in the peptide bond
occurs from about 210 to 220 and 190 nm, respectively.'?
The absorbance of several side-chain transitions can often
be obfuscated absorbance from peptide bonds as well as
other species present in the solution, and therefore does not
offer good specificity. Tryptophan (280 nm), tyrosine (274),
phenylalanine (257 nm), and cystine (250 nm) have electronic
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transitions that occur above the 220-nm range for the pep- INFRARED SPECTROSCOPY

tide bond, but these transitions can be obfuscated as well.'?
However, tryptophan, phenylalanine, and tyrosine can also
undergo fluorescence that can be used to discriminate pep-
tides or proteins from biologic matrices. The use of other
dyes and fluorophores for biologic applications is also an
exciting and rapidly developing area. The student is advised
to seek out Web sites of companies such as Molecular Probes
(www.probes.com) to look at the wide scope and use of fluo-
rescent labels and probes as well as modern instrumentation
in the field. Schulman and Sturgeon*® give a thorough review
of the applications of photoluminescence to the analysis of
traditional pharmaceuticals.

The study of the interaction of electromagnetic radiation with
vibrational or rotational resonances (i.e., the harmonic oscil-
lations associated with the stretching or bending of the bond)
within a molecular structure is termed infrared spectroscopy.
Normally, infrared radiation in the region from about 2.5 to
50 wm, equivalent to 4000 to 200 cm~! in wave number,
is used in commercial spectrometers to determine most of
the important vibration or vibration—rotation transitions. The
individual masses of the vibrating or rotating atoms or func-
tional groups, as well as the bond strength and molecular
symmetry, determine the frequency (and, therefore, also the

FLUORESCENCE OF SOME DRUGS
Excitation Emission
Wavelength Wavelength
Drug (nm) (nm) Solvent
Phenobarbital 255 410-420 0.1 N NaOH
Hydroflumethiazide 333 393 1 N HCI
Quinine 350 ~450 0.1 N H,SO,
Thiamine 365 ~440 Isobutanol, after oxidation with
ferricyanide
Aspirin 280 335 1% acetic acid in chloroform
Tetracycline hydrochloride 330 450 0.05 N NaOH(aq)
Fluorescein 493.5 514 Water (pH 2)
Riboflavin 455 520 Ethanol
Hydralazine 320 353 Concentrated H,SO,4
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Fig.4-13. The normalvibrational modes of CO, and their respective
wave numbers, showing the directions of motion in reaching the
extreme of the harmonic cycle. (Modified from W. S. Brey, Physical
Chemistry and Its Biological Applications, Academic Press, New
York, 1978, p. 316.)

wavelength) of the infrared absorption. The absorption
of infrared radiation occurs only if the permanent dipole
moment of the molecule changes with a vibrational or rota-
tional resonance. The molecular symmetry relates directly to
the permanent dipole moment, as already discussed. Bond
stretching or bending may affect this symmetry, thereby
shifting the dipole moment as found for the normal vibra-
tional modes (2), (3), and (3) for CO; in Figure 4-13.
Other resonances, such as (1) for CO, in Figure 4-13, do
not affect the dipole moment and therefore do not pro-
duce infrared absorption. Resonances that shift the dipole
moments can give rise to infrared absorption by molecules,
even those considered to have no permanent dipole moment,
such as benzene or CO,. The frequencies of infrared absorp-
tion bands correspond closely to vibrations from particular
parts of the molecule. The bending and stretching vibra-
tions for acetaldehyde, together with the associated infrared
frequencies of absorption, are shown in Figure 4-14. In
addition to the fundamental absorption bands shown in
this figure, each of which corresponds to a vibration or
vibration—rotation resonance and a change in the dipole
moment, weaker overtone bands may be observed for mul-
tiples of each of these frequencies (in wave numbers). For
example, an overtone band may appear for acetaldehyde
at 3460 cm~1, which corresponds to twice the frequency
(2 x 1730 cm™1) for the carbonyl stretching band. Because
the frequencies are simply associated with harmonic motion
of the radiant energy, the overtones may be thought of as
simple multiples that are exactly in phase with the fundamen-
tal frequency and can therefore “fit” into the same resonant
vibration within the molecule.

Because the vibrational resonances of a complex molecule
often can be attributed to particular bonds or groups, they
behave as though they result from vibrations in a diatomic
molecule. This means that vibrations produced by similar
bonds and atoms are associated with infrared bands over
a small frequency range even though these vibrations may
occur in completely different molecules. A typical infrared
spectrum of theophylline is shown in Figure 4—15. The spec-
trum “fingerprints” the drug and provides one method of ver-
ifying compounds. The individual bands can be associated

N stretching of CH,

2960 cm™ (3.38 um)
2870 cm™ (3.48 pm)

—CH, bending
1460 cm™ (6.85 um)

C—C stretching
1165 cm (~8.6 um)

C—H stretching of CHO

C=0 stretching
1730 cm™ (5.77 um)

Fig. 4-14. Bending and stretching frequencies for acetaldehyde.
(From H. H. Willard, L. L. Merritt, Jr., and J. A. Dean, Instrumental
Methods of Analysis, 4th Ed., Van Nostrand, New York, 1968. With
permission.)

with particular groups. For example, the band at 1660 cm—, a
in Figure 4-15, is due to a carbonyl stretching vibration for
theophylline.

Infrared spectra can be complex, and characteristic fre-
quencies vary depending on the physical state of the molecule
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Fig. 4-15. Infrared spectrum of theophylline. (From E. G. C. Clarke,
Ed., Isolation and Identification of Drugs, Pharmaceutical Press,
London, 1969. With permission.)
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being examined. For example, hydrogen bonding between
sample molecules may change the spectra. For alcohols in
dilute carbon tetrachloride solution, there is little intermolec-
ular hydrogen bonding, and the hydroxy| stretching vibration
occurs at about 3600 cm~. The precise position and shape of
the infrared band associated with the hydroxy! group depend
on the concentration of the alcohol and the degree of hydro-
gen bonding. Steric effects, the size and relative charge of
neighboring groups, and phase changes can affect similar
frequency shifts.

The use of infrared spectroscopy in pharmacy has centered
on its applications for drug identification, as described by
Chapman and Moss.*® The development of Fourier transform
infrared spectrometry?® has enhanced infrared applications
for both qualitative and quantitative analysis of drugs owing
to the greater sensitivity and the enhanced ability to analyze
aqueous samples with Fourier transform infrared instrumen-
tation. Thorough surveys of the techniques and applications
of infrared spectroscopy are provided by Smith?* and Willard
etal.??

NEAR-INFRARED SPECTROSCOPY

Near-1R spectroscopy is rapidly becoming a valuable tech-
nique for analyzing pharmaceutical compounds. The near-
IR region ranges from approximately 10,000 to 4000 cm~!
and comprises mainly of mid-IR overtones and combinations
of these overtones arising from heavy-atom electronic tran-
sitions, including O—H, C—H, and N—H stretching. Thus,
near-IR spectroscopy is typically used for analyzing water,
alcohols, and amines. In addition, near-IR bands arise from
forbidden transitions; therefore, the bands are far less intense
than the typical absorption bands for these atoms.>

Some advantages of using near-IR spectroscopy over other
techniques include extremely fast analysis times, nondestruc-
tive analysis, lack of a need for sample preparation, qual-
itative and quantitative results, and the possibility of mul-
ticomponent analysis. Pharmaceutical applications include
polymorph identification, water content analysis, and identi-
fication and/or monitoring of an active component within a
tablet or other solid dosage form. Because of the nondestruc-
tive nature of the technique, online analysis for controlling
large-scale processes is possible.

ELECTRON PARAMAGNETIC AND NUCLEAR
MAGNETIC RESONANCE SPECTROSCOPY

Now we enter into the description of two widely used spectro-
scopic techniques in the pharmaceutical sciences and related
fields of chemistry, biology, and medicine. Electron para-
magnetic resonance and NMR are based on the magnetic
behavior of atomic particles such as electrons and nuclei in
the presence of an external magnetic field. In the following,
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Fig. 4-16. Electron and nuclear rotation.

fundamentals of the techniques will be given, including dif-
ferences between electrons and nuclei where applicable.

Charged particles such as electrons (negatively charged)
and protons (positively charged) behave as if they were
charged, spinning tops. Accordingly, they have magnetic
moments associated with the movement around their axes, as
shown in Figure 4-16 (i.e., they behave as small magnets).
In paired electrons the spins are opposite, so the magnetic
moments cancel each other out. However, single unpaired
electrons have a magnetic moment (Bohr magneton, rgonr)
equal to

eh
4dwrmeg

where e is the elementary charge, h is Planck’s constant, and
me is the electron’s mass.*

Similarly, nuclear motion in protons and certain nuclei
also has an associated magnetic moment, whose magnitude
can be calculated from an equation similar to (4-18) by
replacing the mass of the particle; protons have a larger mass
than electrons, so that the nuclear magneton is puy = 5.051 x
10?7 joule/T.

When the electron (or the proton) is placed in an exter-
nal magnetic field, its magnetic moment is oriented in two
different directions relative to the magnetic field, B, parallel
or antiparallel, giving rise to two new energy levels splitting
from each other by a magnitude AE, which depends on the
applied field B according to

=9.274 x 1072 joule/T

MBohr = (4_18)

AE =g pgonr B 4-19)

g is termed the Landé splitting factor, or simply the g factor.
For organic free radicals, g is nearly equal to its value for
a free electron, 2.0023, which is the ratio of the electron’s
spin magnetic moment to its orbital magnetic moment. The
g factor is also characteristic for certain metal complexes

*The tesla, T, is the unit of magnetic flux density; 1 T induces a voltage of
1Vinal-m-long conductor that is moving at 1 m/sec. The tesla is equivalent
to 10* gauss, the unit that the tesla replaced.
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Fig. 4-17. Electron and nuclear spin splitting when subjected to an
applied external magnetic field.

with unpaired electrons, from which information about their
environment can be obtained.

For an electron placed in a magnetic field of B = 1 T,
AE = 18.54 x 10~?* joule; according to equation (4-19).
Therefore, a simple calculation of the frequency that matches
this energy difference, v = AE/h, indicates that the electron
can be excited with a radiation of 28 GHz, corresponding
to the microwave region of the spectrum (see Table 4-4). A
similar calculation for protons using

AE =gnunB (4-20)
with gy = 5.586, affords an energy splitting of 2.82 x 10~28
joule, corresponding to an electromagnetic frequency of
42.58 MHz, also in the microwave region.

Transitions between electron spin energy levels give rise to
the phenomenon of EPR, as indicated in Figure 4-17; the cor-
responding property of the nuclear spin levels leads to NMR.
The term “resonance” relates to the classical interpretation
of the phenomenon, because transitions occur only when the
frequency v of the electromagnetic radiation matches the Lar-
mor frequency of precession around the axis of the applied
magnetic field, v, as displayed in Figure 4-18.

So far we have considered only electrons and protons,
particles with spin %, which have only two possible energy
levels. Several nuclei also have magnetic moments and, there-
fore, NMR signals. Nuclei with odd mass numbers have total
spin of half-integral value, whereas nuclei with odd atomic
numbers and even mass numbers have total spin of integral
value. Examples include 3C, °F, and 3!P, which have spin
Y, and 2H and *N, which have spin 1.

By considering equations (4-19) and (4-20), we can
obtain the resonance signal by gradually varying the mag-
netic field strength, B, while keeping the radio frequency, v,
constant. At some particular B value, a spin transition will
take place that flips the electron or nuclei from one spin state
to another (e.g., from | = —Y% to +%, as in Figure 4-18).
In some spectrometers, the experiment can be done in the
reverse fashion: keeping B constant and varying v. This
method is generally called continuous-wave or field scan,
and the particular value of v depends linearly on B, as illus-
trated in Figure 4-19.

w

m_=+1/2

Fig. 4-18. Electronic or nuclear spin procession around an applied
magnetic field.

In most modern spectrometers, particularly for NMR, all
spins of one species in the sample are excited simultaneously
by using a short, high-frequency pulse of electromagnetic
radiation. Then their relaxation is measured as a function
of time and transformed from the time domain to the fre-
quency domain via fast Fourier transformation techniques.
The signal-to-noise ratio can be significantly improved by
the accumulation of a large number of measurements.

Aswe have seen, the theoretical basis of EPR spectroscopy
is similar to that of NMR except that it is restricted to
paramagnetic species (i.e., with unpaired electrons). Among
thousands of types of substances constituting biologic sys-
tems with pharmacologic relevance, only very few, namely,

E
m=+1/2
AE, AE2
0
m=-1/2
B, B, B

Fig.4-19. Energy differences observed in electronic or nuclear spin
processions as a function of magnetic field strengths.
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free radicals, including molecular oxygen (O,) and nitric
oxide (NO), and a limited number of transition metal ions
reveal paramagnetic properties and may be observed by EPR
spectroscopy. Nevertheless, EPR has many potential uses
in biochemistry and medicine by the intentional introduc-
tion into the system of exogenous EPR-detectable paramag-
netic probes (spin labels). This method often eliminates the
necessity to purify biologic samples. Thus, EPR spectroscopy
applied to biologic tissues and fluids can identify the changes
in redox processes that contribute to disease. Electron para-
magnetic resonance may also be used to characterize certain
plant-derived products as potentially important to biotechnol-
ogy by increasing the level of free radicals and other reactive
species produced during light-induced oxidative stress of the
cell. Several other applications can be found in references at
the end of the chapter.?4~26

Nuclear magnetic resonance is a powerful experimental
method in chemistry and biology because the resonance fre-
quency of a nucleus within a molecule depends on the chem-
ical environment. The local field experienced by an atom in a
molecule is less than the external magnetic field by an amount
given by

Befrective = B (1 — o)

where o is the shielding constant for a particular atom (i.e.,
a measure of its susceptibility to induction from a magnetic
field) and B is the external magnetic field strength. Instead of
measuring the absolute value of o, it is customary to measure
the difference of o relative to a reference.

(4-21)

EXAMPLE 4-6

Nuclear Spin Energy

(a) What is the energy change associated with the 'H nuclear spin
of chloroform, which has a shielding constant, o, of —7.25 x
10~% and a nuclear magnetic moment, py;, of 5.050824 x 10~
joule/T in a magnetic field, B, of 1 T?

We can obtain AE = g\ pn Biocal for this particular nucleus,
in which the corresponding local field experienced by the atom
is given by equation (4-21). The local magnetic field Bjgcy is
replaced, and we obtain

AE = gnunB(1—0) = (5.585691) (5.050824 x 10~%" joule/T)
X (1T)(1+7.25 x 107%) = 2.821254 x 10~ joule
(b) What is the radio frequency at which resonance will occur for
this nuclear spin transition under the stated conditions?
v = AE/h = (2.821254 x 10726 joule/6.626196
x 10734 joule-sec) = 4.2577289 x 10’ Hz
Tetramethylsilane (TMS) is often used as a reference compound
in proton NMR because the resonance frequency of its one pro-
ton signal from its four identical methyl groups is below that

for most other compounds. In addition, TMS is relatively stable
and inert.

EXAMPLE 4-7

Resonance of Tetramethylsilane

What is the radio frequency at which resonance occurs for TMS in
a magnetic field of 1 T?

The shielding constant o is 0.000, and AE = 2.821243 x 10~26
joule for TMS, so

v = AE/h = (2.82123 x 102 joule/6.626196
x 10734 joule-sec) = 4.2576981 x 107 Hz

From the examples just given, it is important to note that
the difference in the resonance frequency between chloro-
form and TMS at a constant magnetic field strength is only
308 Hz or waves/sec. This small radio frequency difference
is equivalent to more than half the total range within which
'H NMR signals are detected.

The value of the shielding constant, o, for a particular
nucleus will depend on local magnetic fields, including those
produced by nearby electrons within the molecule. This effect
is promoted by placing the molecule within a large external
magnetic field, B. Greater shielding will occur with higher
electron density near a particular nucleus, and this reduces
the frequency at which resonance takes place. Thus, for TMS,
the high electron density from the Si atom produces enhanced
shielding and, therefore, a lower resonance frequency. The
relative difference between a particular NMR signal and a ref-
erence signal (usually from TMS for proton NMR) is termed
the chemical shift, 8, given in parts per million (ppm). It is
defined as

8 = (o — 05) x 108 (4-22)

where o and o are the shielding constants for the reference
and the sample nucleus, respectively.

If the separation between the sample and reference reso-
nance is AH or Av, then

AH A
=20 e = 2
R VR
where Hg and vg are the magnetic field strength and radio

frequency for the nuclei, depending on whether field-swept
or frequency-swept NMR is used.

8 x 108 (4-23)

EXAMPLE 4-8
Proton Shift Reference

What is the chemical shift of the chloroform proton using TMS as a
reference?

Substituting the frequencies obtained from Examples 4-6b and
4-7 into equation (4-23), we obtain the chemical shift:

6 = Av x 10°/vi = 308 x 10°/42.57 x 10° = 7.23 ppm

This is an approximate value owing to the relative accu-
racy used to determine each frequency in the example. The
accepted experimental value for this chemical shift is 7.24
ppm. The chemical shift of a nucleus provides information
about its local magnetic environment and therefore can “type”
a nuclear species. Table 4-7 lists some representative proton
chemical shifts. Figure 4-20 shows a proton NMR spectrum
for benzyl acetate, CH3COOCH,CgHs, using TMS as a ref-
erence. Notice that each signal band represents a particular
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TABLE 4-7
PROTON CHEMICAL SHIFTS FOR REPRESENTATIVE
CHEMICAL GROUPS OR COMPOUNDS

Compound or Group ppm
Tetramethylsilane (TMS), (CH3)4Si 0.00
Methane 0.23
Cyclohexane 1.44
Acetone 2.08
Methy! chloride 3.06
Chloroform 7.25
Benzene 7.27
Ethylene 5.28
Acetylene 1.80
R—OH (hydrogen bonded) 0.5-5.0
R,—NH 1.2-2.1
Carboxylic acids (R—COOH) 10-13
H,O ~4.7

type of proton, that is, the proton at § = 2.0 is from the CH3
group, whereas that at 5.0 is due to CH,, and the protons at
about 7.3 are from the aromatic protons. The integral curve
above the spectrum is the sum of the respective band areas,
and its stepwise height is proportional to the number of pro-
tons represented by each band.

In Figure 4-20, the signal bands are of simple shape, with
little apparent complexity. Such sharp single bands are known
as singlets in NMR terminology. In most NMR spectra, the

TMS

D ]

I I I I I I I I I
8 7 6 5 4 3 2 1 0

Chemical shift (ppm)

Fig.4-20. Proton NMR spectrum of benzyl acetate with tetramethyl-
silane (TMS) as a reference. The TMS band appears at the far right.
The upper curve is anintegration of the spectral bands, the height of
each step being proportionalto the area underthatband. (FromW. S.
Brey, Physical Chemistry and Its Biological Applications, Academic
Press, New York, 1978, p. 498. With permission.)

bands are not as simple because each particular nucleus can be
coupled by spin interactions to neighboring nuclei. If these
neighboring nuclei are in different local magnetic environ-
ments, splitting of the bands can occur because of differ-
ences in electron densities. This leads to multiplet patterns
with several lines for a single resonant nucleus. The pattern
of splitting in the multiplet can provide valuable information
concerning the nature of the neighboring nuclei.

Figure 4-21 shows the proton NMR spectrum of acetalde-
hyde, CH3CHO, in which the doublet of the CH3 group (right
side of the figure) is produced from coupling to the neigh-
boring single proton, and the quartet of the lone proton in the
CHO group (left side of the figure) is produced from coupling
to the three methyl protons. Inany molecule, if the representa-
tive coupled nuclei are in the proportion Ax :Ay on neighbor-
ing groups, then the resonance band for Ay will be split into
(2y x 14+ 1) lines, in which I is the spin quantum number for
the nuclei, whereas that for Ay will be splitinto (2x x I + 1)
lines, assuming the nuclei are in different local environments.
For example, with acetaldehyde, Ax:Ay is CH3:CH, and the
resulting proton splitting pattern is Ax (CHjs) as two lines
and Ay (CH) as four lines. This splitting produces first-order
spectra when the difference in ppm between all the lines of a
multiplet (known as the coupling constant, J) is small com-
pared with the difference in the chemical shift, §, between
the coupled nuclei. First-order spectra produce simple mul-
tiplets with intensities determined by the coefficients of the
binomial expansion, which can be obtained from Pascal’s
triangle:

n=20 1
n=1 1 1
n=2 1 2 1

n=3 1 3 3 1
n=4 1 4 6 4 1

where n is the number of equivalent neighbor nuclei. Thus, a
doublet presents intensities 1:1; a triplet, 1:2:1; and a quartet,
1:3:3:1. Further details of multiplicity and the interpretation
of NMR spectra can be found in general texts on NMR.?"-28

The typical range for NMR chemical shifts depends on the
nucleus being observed: For protons, it is about 15 ppm with
organic compounds, whereas it is about 400 ppm for *C and
19F spectra. Table 4-8 gives the basic NMR resonance for
certain pure isotopes, together with their natural abundances.
As the natural abundance of the isotope decreases, the relative
sensitivity of NMR gets proportionally smaller.

A widely used nucleus in characterization of new chemi-
cal compounds is *3C. The development of 13C NMR spec-
troscopy in recent years has been influenced by the applica-
tion of spin decoupling techniques to intensify and simplify
the otherwise complex 3C NMR spectra. Decoupling of the
proton spins is produced by continuously irradiating the entire
proton spectral range with broadband radio frequency radia-
tion. This decoupling produces the collapse of multiplet sig-
nals into simpler and more intense signals. It also produces
an effect known as the nuclear Overhauser effect (NOE), in
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Fig. 4-21. Proton NMR spectrum of acetaldehyde. (From A. S. V. Burgen and J. C. Metcalfe, J. Pharm.

Pharmacol. 22, 156, 1970. With permission.)

which decoupling of the protons produces a dipole—dipole
interaction and energy transfer to the carbon nuclei, resulting
in greater relaxation (i.e., rate of loss of energy from nuclei
in the higher spin state to the lower spin state) and, conse-
quently, a greater population of carbon nuclei in the lower
spin state (see Fig. 4-13). Because this greater population
in the lower spin state permits a greater absorption signal in
NMR, the NOE can increase the carbon nuclei signal by as
much as a factor of 3. These factors, proton spin decoupling
and the NOE, have enhanced the sensitivity of 13C NMR.
They compensate for the low natural abundance of *C as
well as the smaller magnetic moment, u, of **C compared
with that for hydrogen.

A powerful extension of this enhancement of C spec-
tra involves systematically decoupling only specific protons
by irradiating at particular radio frequencies rather than by
broadband irradiation. Such systematic decoupling permits

TABLE 4-8
BASIC NUCLEAR MAGNETIC RESONANCES (NMR) AND
NATURAL ABUNDANCE OF SELECTED ISOTOPES*

NMR Frequency (MHz)
at Given Field Strength

Natural
Isotope At 1.0000 T At2.3487T Abundance (%)
H 42,57 100.00 99.985
Bc 10.71 25.14 1.108
BN 431 10.13 0.365
®F 40.05 94.08 100

*From A. J. Gordon and R. A. Ford, The Chemist’s Companion, Wiley, New
York, 1972, p. 314. With permission.

individual carbon atoms to show multiplet collapse and sig-
nal intensification, as mentioned previously, when protons
coupled to the particular carbon atom are irradiated. These
signal changes allow particular carbon nuclei in a molec-
ular structure to be associated with particular protons and
to produce what is termed two-dimensional NMR spectrom-
etry. Farrar®® describes the techniques involved in these
experiments.

Nuclear magnetic resonance is a versatile tool in pharma-
ceutical research. Nuclear magnetic resonance spectra can
provide powerful evidence for a particular molecular confor-
mation of a drug, including the distinction between closely
related isomeric structures. This identification is normally
based on the relative position of chemical shifts as well peak
multiplicity and other parameters associated with spin cou-
pling. Drug-receptor interactions can be distinguished and
characterized through specific changes in the NMR spectrum
of the unbound drug after the addition of a suitable protein
binder. These changes are due to restrictions in drug orienta-
tion. Burgen and Metcalfe*° describe applications of NMR to
problems involving drug—membrane and drug—protein inter-
actions. Illustrations of these interactions are analyzed by
Lawrence and Gill®! using electron spin resonance (ESR) and
by Tamir and Lichtenberg® using proton-NMR techniques.
The ESR and proton-NMR results show that the psychotropic
tetrahydrocannabinols reduce the molecular ordering in the
bilayer of liposomes used as simple models of biologic mem-
branes. These results suggest that the cannabinoids exert their
psychotropic effects by way of a nonspecific interaction of
the cannabinoid with lipid constituents, principally choles-
terol, of nerve cell membranes. Rackham®? reviewed the use
of NMR in pharmaceutical research, with particular reference
to analytical problems.
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Nuclear magnetic resonance characterization has become
routine, and specialized techniques have rapidly expanded
its application breadth. Two particularly exciting applica-
tions rely on the determination of the three-dimensional
structure of complex biomolecules® (proteins and nucleic
acids) and the imaging of whole organisms (tomography).
The paramount importance of these developments employing
NMR has been recognized by the awarding of the Nobel Prize
in Chemistry and Medicine in 2002 and 2003 for this work.

REFRACTIVE INDEX AND MOLAR REFRACTION

Light passes more slowly through a substance than through
a vacuum. As light enters a denser substance, the advancing
waves interact with the atoms in the substance at the interface
and throughout the thickness of the substance. These interac-
tions modify the light waves by absorbing energy, resulting
in the waves being closer together by reducing the speed
and shortening the wavelength, as shown in Figure 4-22.
If the light enters the denser substance at an angle, as shown,
one part of the wave slows down more quickly as it passes
the interface, and this produces a bending of the wave toward
the interface. This phenomenon is called refraction. If light
enters a less dense substance, it is refracted away from
the interface rather than toward it. However, in both cases
there is an important observation: The light travels in the
same direction after interaction as before it. In reflection, the
light travels in the opposite direction after incidence with
the medium. The relative value of the effect of refraction
between two substances is given by the refractive index, n:

_sini Velocity of light in the first substance C1

n = = _ =
sinr  Velocity of light in the second substance ¢,
(4-24)

where sin i is the sine of the angle of the incident ray of
light, sin r is the sine of the angle of the refracted ray, and

i Less
dense
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«

r

Fig. 4-22. Waves of light passing an interface between two sub-
stances of different density.

c1 and c; are the speeds of light of the respective media.
Normally, the numerator is taken as the velocity of light in air
and the denominator is that in the material being investigated.
The refractive index, by this convention, is greater than 1 for
substances denser than air. Theoretically, the reference state
where n = 1 should be for light passing through a vacuum;
however, the use of air as a reference produces a difference in
n of only 0.03% from that in a vacuum and is more commonly
used.

The refractive index varies with the wavelength of light
and the temperature because both alter the energy of inter-
action. Normally, these values are identified when a refrac-
tive index is listed; for example, np?° signifies the refractive
index using the D-line emission of sodium, at 589 nm, at
a temperature of 20°C. Pressure must also be held constant
in measuring the refractive index of gases. As discussed in
Chapter 2, temperature and pressure are related. The refrac-
tive index can be used to identify a substance, to measure its
purity, and to determine the concentration of one substance
dissolved in another. Typically, a refractometer is used to
determine refractive index. Refractometers can be an impor-
tant tool for studying pharmaceutical compounds that do not
undergo extensive UV-Vis absorption due to their electronic
structure.

The molar refraction, Ry, is related to both the refrac-
tive index and the molecular properties of a compound being
tested. It is expressed as

R n?—1 /M
" 242 ( p )
where M is the molecular weight and p is the density of
the compound. The Ry, value of a compound can often be
predicted from the structural features of the molecule, and
one should note the analogous equation to those utilized with
dielectrics. Each constituent atom or group contributes a por-
tion to the final Ry, value, as discussed earlier in connection
with additive—constitutive properties (see Table 4-1). For
example, acetone has an Ry, produced from three carbons
(Rm = 7.254), six hydrogens (6.6), and a carbonyl oxygen
(2.21) to give a total Ry, of 16.1 cm®/mole. Because Ry, is
independent of the physical state of the molecule, this value
can often be used to distinguish between structurally different
compounds, such as keto and enol tautomers.

Light incident on a molecule induces vibrating dipoles
due to energy absorption at the interface, where the greater
the refractive index at a particular wavelength, the greater the
dipolar induction. Simply stated, the interaction of light pho-
tons with polarizable electrons of a dielectric molecule causes
a reduction in the velocity of light. The dielectric constant,
a measure of polarizability, is greatest when the resulting
dipolar interactions with light are proportionally large. The
refractive index for light of long wavelengths, n., is related
to the dielectric constant for a nonpolar molecule, ¢, by the
expression

(4-25)

e =n’ (4-26)



CHAPTER 4: DETERMINATION OF THE PHYSICAL PROPERTIES OF MOLECULES 103

ll
O

l
D

Fig. 4-23. The polarization of a dispersed light beam by a Nicol prism.

Molar polarization, P; [equation (4-16)], can be considered
roughly equivalent to molar refraction, Ry, and can be written

as
nZ —1\ M 4
Pi:<g° )—:—nNap
ns,+2) p 3

(4-27)

From this equation, the polarizability, «p, of a nonpolar
molecule can be obtained from a measurement of refractive
index. For practical purposes, the refractive index at a finite
wavelength is used. This introduces only a relatively small
error, approximately 5%, in the calculation.

OPTICAL ROTATION

Electromagnetic radiation comprises two separate,
sinusoidal-like wave mations that are perpendicular to one
another, an electric wave and a magnetic wave (Fig. 4-4).
Both waves have equal energy. A source will produce
multiple waves of oscillating electromagnetic radiation
at any given time, so that multiple electric and magnetic
waves are emitted. These electromagnetic radiation waves
travel in multiple orientations that are randomly dispersed
in the resulting circular beam of radiation. Discussions of
interactions with light sources are predominantly focused on
the electric component of these waves, to which we restrict
ourselves for the remainder of this section and in the Optical
Rotatory Dispersion section and Circular Dichroism section.

Passing light through a polarizing prism such as a Nicol
prism sorts the randomly distributed vibrations of electric
radiation so that only those vibrations occurring in a single
plane are passed (Fig. 4-23). The velocity of this plane-
polarized light can become slower or faster as it passes
through a sample, in a manner similar to that discussed for
refraction. This change in velocity results in refraction of
the polarized light in a particular direction for an optically
active substance. A clockwise rotation in the planar light, as

observed looking into the beam of polarized light, defines
a substance as dextrorotatory. When the plane of light is
rotated by the sample in a counterclockwise manner, the
sample is defined as a levorotatory substance. A dextroro-
tatory substance, which may be thought of as rotating the
beam to the right, produces an angle of rotation, «, that
is defined as positive, whereas the levorotatory substance,
which rotates the beam to the left, has an « that is defined as
negative. Molecules that have an asymmetric center (chiral)
and therefore lack symmetry about a single plane are optically
active, whereas symmetric molecules (achiral) are optically
inactive and consequently do not rotate the plane of polarized
light. Optical activity can be considered as the interaction of
a plane-polarized radiation with electrons in a molecule to
produce electronic polarization. This interaction rotates the
direction of vibration of the radiation by altering the elec-
tric field. A polarimeter is used to measure optical activity.
Figure 4-24 illustrates how a polarimeter can be used to
measure these phenomena.

Optical rotation, «, depends on the density of an optically
active substance because each molecule provides an equal
but small contribution to the rotation. The specific rotation,
{o}} at a specified temperature t and wavelength 2 (usually
the D line of sodium), is characteristic for a pure, optically
active substance. It is given by the equation

aV
{“R} = E
where | is the length in decimeters (dm)* of the light path
through the sample and g is the number of grams of optically
active substance in v milliliter of volume. If the substance is
dissolved in a solution, the solvent as well as the concentra-
tion should be reported with the specific rotation. The specific
rotation of a molecule is indicative of its molecular structure

(4-28)

* The decimeter (dm) is chosen as the unit because of the long sample cells
normally used in polarimeters; 1 dm = 10 cm = 0.1 m.
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Fig. 4-24. Schematic view of a polarimeter.

and as such should not change when measured under the
same conditions in any lab. Organic chemists use specific
rotation as a tool to help confirm the identity of a synthesized
compound whose molecular properties are already defined.
Other measurements are often performed, but this is a quick
test to check the identity and purity of a reaction product.
The specific rotations of some drugs are given in Table 4-9.
The subscript D on [«] indicates that the measurement of
specific rotation is made at a wavelength, A, of 589 nm for
sodium light. When the concentration is not specified, as in
Table 4-9, the concentration is often assumed to be 1 g
per milliliter of solvent. However, [«] values should be
reported at specific temperatures and concentration includ-
ing solvent. Data missing this information should be treated

with caution because the specific conditions are not known.
The specific rotation of steroids, carbohydrates, amino acids,
and other compounds of biologic importance are given in the
CRC Handbook.®

OPTICAL ROTATORY DISPERSION

Optical rotation changes as a function of the wavelength of
light, and optical rotatory dispersion (ORD) is the measure
of the angle of rotation as a function of the wavelength.
Recall that this is light in the UV-Vis range and that different
wavelengths of light have different energies, which may result
in changes in absorption patterns of molecules due to their

SPECIFIC ROTATIONS

Drug [a]p (deg) Temperature (°C) Solvent
Ampicillin +283 20 Water
Aureomycin +296 23 Water
Benzylpenicillin +305 25 Water
Camphor +41to +43 25 Ethanol
Colchicine -121 17 Chloroform
Cyanocobalamin —-60 23 Water
Ergonovine -16 20 Pyridine
Nicotine -162 20 Pure liquid
Propoxyphene +67 25 Chloroform
Quinidine +230 15 Chloroform
Reserpine -120 25 Chloroform
Tetracycline hydrochloride -253 24 Methanol
d-Tubocurarine chloride +190 22 Water
Yohimbine +51to +62 20 Ethanol
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Fig. 4-25. The Cotton effect. Variation of the angle of rotation (solid
line) in the vicinity of an absorption band of polarized light (dashed
line). (Modified from W. S. Brey, Physical Chemistry and Its Biological
Applications, Academic Press, New York, 1978, p. 330.)

electronic structure. Varying the wavelength of light changes
the specific rotation for an optically active substance because
of the electronic structure of the molecule. A graph of spe-
cific rotation versus wavelength shows an inflection and then
passes through zero at the wavelength of maximum absorp-
tion of polarized light as shown in Figure 4-25. This change
in specific rotation is known as the Cotton effect. By conven-
tion, compounds whose specific rotations show a maximum
before passing through zero as the wavelength of polarized
light becomes smaller are said to show a positive Cotton
effect, whereas if {o} shows a maximum after passing through
zero (under the same conditions of approaching shorter wave-
lengths), the compound shows a negative Cotton effect. Enan-
tiomers can be characterized by the Cotton effect, as shown
in Figure 4-26. In addition, ORD is often useful for the
structural examination of organic compounds. Detailed dis-
cussions of ORD are given by Campbell and Dwek? and
Crabbe.%

CIRCULAR DICHROISM

Plane-polarized light is described as the vector sum of two cir-
cularly polarized components. Circularly polarized light has
an electric vector that spirals around the direction of propa-
gation. In plane-polarized light, there can be two such vectors
spiraling in the opposite direction, a right-handed and a left-
handed component. Handedness is used as a convention to
conceptualize circularly polarized light. To visualize handed-
ness, take both hands and hold them with the fingers pointed
straight up and each thumb pointed toward your nose. Now
curl the fingers around in a loose fist, holding the thumbs
steady. The thumb on each hand indicates the light travel-
ing toward your nose, and the curling of the fingers shows
how the light vectors are spiraling into two separate vectors,
the left and right circular directions. For an optically active
substance, the values of the index of refraction, n, of the two
vectors cannot be the same.

Because of chirality, one of the two vectors may be
absorbed differently at one wavelength of light, whereas the
converse may be true at another wavelength. This difference
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Fig. 4-26. Optical rotary dispersion curves for (a) cis-10-methyl-
2-decalone and (b) trans-10-methyl-2-decalone. Note the positive
effectin (a) and the negative effectin (b). (From C. Djerassi, Optical
Rotatory Dispersion, McGraw-Hill, New York, 1960. With permission.)

changes the relative rate at which the polarized light spirals
about its direction of propagation. Likewise, the speeds of
the two components of polarized light become unequal as
they pass through an optically active substance that is capa-
ble of absorbing light over a selected wavelength range. This
is the same as saying that the two components of polarized
light have different absorptivities at a particular wavelength
of light. Conceptually, it is important to realize that at the
source, the circularly polarized light is traveling at the same
speed in a circle. When one component of light, say the left-
handed component, has energy absorbed, it will slow down
in contrast to the right-hand component, stretching the circle
into an ellipse. The converse is true as well. This can also
be illustrated by using the hand convention. When circularly
polarized light is caused to become elliptically polarized, it
is termed circular dichroism (CD).1%%7
The Cotton effect is the name given to the unequal absorp-
tion (elliptic effect) of the two components of circularly
polarized light by a molecule in the wavelength region near
an absorption band. Circular dichroism spectra are plots of
molar ellipticity, [0], which is proportional to the difference
in absorptivities between the two components of circularly
polarized light, against the wavelength of light. By traditional
convention, the molar ellipticity is given by
[6]1 = % = 3300(s. — eg) deg liter mole~* dm~!
(4-29)

where [¢] is the specific ellipticity, analogous to the spe-
cific rotation, M is the molecular weight, and ¢ and ¢g are
the molar absorptivities for the left and right components
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of circularly polarized light at a selected wavelength. Per-
rin and Hart®® review the applications of CD to interactions
between small molecules and macromolecules, and the the-
ory is described by Campbell and Dwek.*? Circular dichro-
ism has its greatest application in the characterization of chi-
ral macromolecules, in particular proteins that are utilized
in biotechnology-based therapeutics. Secondary structure in
proteins can easily be defined by close investigation of CD
spectra.3-39-4! The magnitude of the absorption of the com-
ponents of circularly polarized light is distinctly different for
a-helices, B-sheets, and g-turns. By measuring the CD spec-
trum of proteins whose secondary structure is known, one
can compile database and use it to deconvolve the secondary
structural composition of an unknown protein. The CD spec-
tra for a protein can also serve as standard and be used to
determine whether effects during production or formulation
are altering the proteins’ folding patterns, which could dra-
matically decrease its activity.

Circular dichroism has also been applied to the determina-
tion of the activity of penicillin, as described by Rasmussen
and Higuchi.** The activity was measured as the change in
the CD spectra of penicillin after addition of penicillinase,
which enzymatically cleaves the g-lactam ring to form the
penicillate ion, as shown for benzylpenicillin in Figure 4-27.
Typical CD spectra for benzylpenicillin and its hydrolysis
product are shown in Figure 4-27. The direct determina-
tion of penicillins by CD and the distinction of penicillins
from cephalosporins by their CD spectra has been described
by Purdie and Swallows.*® The penicillins all have single
positive CD bands with maxima at 230 nm, whereas the
cephalosporins have two CD bands, a positive one with a
maximum at 260 nm and a negative one with maximum at
230 nm (wavelengths for maximaare given to within +2 nm).
This permits easy differentiation between penicillins and
cephalosporins by CD spectropolarimetry.

ELECTRON AND NEUTRON SCATTERING
AND EMISSION SPECTROSCOPY

Electrons can flow across media in response to charge
separation, and do so at certain frequencies and wave-
lengths depending on the magnitude of the charge separation.
Neutrons can also be generated and flow in a similar man-
ner. The exact mathematical and theoretical description of
this flow is well beyond the scope of this text. However, the
concept that they can flow is important to the discussion of
the following subjects. It must also be noted that whereas
electron and neutron waves are not traditionally thought of
as electromagnetic radiation, they can be used to determine
important molecular properties and are included in this text.
The main distinction between electrons and neutrons versus
electromagnetic radiation is that electrons and neutrons have
afinite resting mass, in contrast to electromagnetic radiation,
which has a zero finite resting mass.*?
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Fig. 4-27. Circular dichroism spectra of benzylpenicillin and its
penicilloic acid derivative. (From C. E. Rassmussen and T. Higuchi,
J. Pharm. Sci. 60, 1616, 1971. With permission.)

Several techniques that are pharmaceutically relevant also
employ electron or neutron beams, including small-angle
neutron scattering and scanning and transmission electron
microscopy (SEM and TEM, respectively). Scattering of
energy waves results when a loss of energy occurs through
interaction with a medium, as occurs in refraction. Scattering
is usually measured at an angle 6 from the incident beam
of energy and does not measure transmittance of the energy
wave. Both electron and neutron waves play an important role
in identifying some of the molecular properties of compounds
and excipients. They are discussed briefly here.

Scanning and transmission electron microscopy are two
techniques that are routinely employed in pharmaceutical and
biologic sciences to produce high-resolution images of sur-
faces. Let us consider SEM. In general, the image generated
with SEM is produced by electron wave emission from a fil-
ament and bombardment of the sample, where the electrons
undergo refraction after interaction with the sample surface.
As the electrons pass through the sample surface, they contin-
uously undergo refraction until they are refracted back out of
the sample surface at a lower energy and are detected. In the
case of refraction, the incident electron beam interacts with
electrons in the sample’s atomic electron cloud, which results
in alteration of its path after collision. For heavier atoms,
the electron cloud is dense, and the incident electrons from
the beam undergo greater refraction. In SEM techniques, the
sample is often sputter coated (sprayed) with gold to pro-
vide a greater electron density at the surface and prevent the
beam from passing through the sample. In TEM, the electrons
are transmitted through the sample. The refracted electrons
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generate a high-resolution snapshot of the sample surface and
provide information about its contour and size; however, it
does not offer molecular information.

Molecular (atomic) information can be obtained from
monitoring the energy, which is in the form of x-rays emitted
when the electrons interact with the molecules. In general,
upon an inelastic collision the incidental electron beam can
also knock out ground-state electrons in the molecules. This
is known as Auger electron emission. The outer-shell elec-
trons in each atom then relax to the ground state, which results
in the emission of energy in the form of x-ray fluorescence.
For each atom, the atomic structure is different, and the relax-
ation energies change on the basis of the individual atoms.
The emission of these x-rays can be captured using tech-
niques such as energy-dispersive x-ray analysis (EDAX) and
wavelength-dispersive x-ray analysis. These techniques pro-
vide information about the molecular composition by detect-
ing the different x-ray frequencies and wavelengths emit-
ted during an SEM run. Energy-dispersive x-ray analysis
captures the frequency patterns of the emitted x-ray waves,
whereas wavelength-dispersive x-ray analysis measures the
x-ray wavelengths from the atoms present. These emissions
can be measured across a linear region of the sample or in the
whole sample. They are qualitative but can be quantitative in
nature, depending on the type of analysis performed.

A good example of the utility of this technique is the exam-
ination of a coated tablet that contains an iron-based drug in
its core (Fig. 4-28). If an SEM and a linear EDAX analy-
sis are performed across the surface of a split tablet, EDAX
demonstrates that the iron is only present in the center of the
tablet and not in the coated region. SEM provides a picture
of the surface of the split tablet that can be used to look at
formulation conditions. If a similar tablet is then placed in

Coating Coating

Fig. 4-28. A coated iron-containing tablet that was split, showing
initially a smooth surface (/eft) and then, after exposure to water
for 1 hr, erosion and a rougher surface (right). The line through the
tablets shows how a hypothetical scanning electron microscope
image combined with an energy-dispersive x-ray analysis (EDAX)
linear profile focused on the iron x-ray fluorescence emission fre-
quency is performed across the tablet. In the first tablet, the iron is
uniformly contained in the center and the magnitude of the deviation
of the line implies a higher iron concentration in the core. The image
shows a smooth surface. After exposure to water for 1 hr, the iron
and some of the excipients have migrated from the core, leaving a
rough contour and a lower EDAX level. The coating has a higher
level of iron by this scan, which could be due to dissolution and the
effect of diffusion rates, as discussed in later chapters.

water for 1 hr and subjected to the same analysis, one might
observe a lower amount of iron in the core, and iron present
in the coating, with an image that shows the difference in the
tablet’s core structure upon water exposure. This could pro-
vide very valuable information to a formulator, who may want
to compare several different coatings to control the release
of the iron-based drug or look at how different polymorphs
(Chapter 2) of the compound might behave in the same
formulation. In fact, this type of analysis is routinely per-
formed for many types of formulations including micro- and
nanospheres. The information about physical properties of
state (Chapter 2) and molecular properties is very impor-
tant. There are also many other techniques employing similar
methods that are being widely incorporated into the industrial
characterization and formulation development of drugs.

Small-angle neutron scattering is another technique that
can be employed to illustrate the physical properties of a
molecule. It is related to techniques like small-angle x-ray
scattering and small-angle light scattering. Collectively, these
techniques can be used to give information about the size
(even molecular weights for large polymeric and protein
molecules), shape, and even orientation of components in
a sample.** Small-angle neutron scattering is primarily used
for the characterization of polymers, in particular dendrimers,
and colloids.

CHAPTER SUMMARY

The goal of this chapter was to provide a foundation for
understanding the physical properties of molecules includ-
ing methods to make those determinations. Students should
understand the nature of intra- and intermolecular forces,
molecular energetics of these forces, and their relevance to
different molecules. Another important aspect that was cov-
ered was the determination of these physical properties using
a variety of atomic and molecular spectroscopic techniques.
The student should also appreciate the differences in the tech-
niques with respect to the identification and detection of phar-
maceutical agents.

Practice problems for this chapter can be found at

thePoint.lww.com/Sinko6e.
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BB  (ONELECTROLYTES

At the conclusion of this chapter
CHAPTER OBJECTIVES the student should be able to:

EB Identify and describe the four colligative properties of
nonelectrolytesin solution.

EF Understand the various types of pharmaceutical solu-
tions.

E Calculate molarity, normality, molality, mole fraction,
and percentage expressions.

A Calculate equivalent weights.

H Define ided and real solutions using Raoult's and
Henry’s laws.

A UseRaoult'slaw to calculate partial and total vapor pres-
sure.

Calculate vapor pressure lowering, boiling point eleva-
tion, freezing point lowering, and pressure for solutions
of nonelectrolytes.

El Use colligative properties to determine molecular
weight.

INTRODUCTION

In this chapter, the student will begin to learn about phar-
maceutical systems. Inthe pharmaceutical sciences, asystem
is generally considered to be a bounded space or an exact
quantity of amaterial substance. Materia substances can be
mixed together to form avariety of pharmaceutical mixtures
(or dispersions) such as true solutions, colloidal dispersions,
and coarse dispersions. A dispersion consists of at least two
phaseswith oneor moredispersed (internal) phasescontained
in a single continuous (external) phase. The term phase is
defined as a distinct homogeneous part of a system sepa-
rated by definite boundaries from other parts of the system.
Each phase may be consolidated into a contiguous mass or
region, such asasingletealeaf floating in water. A true solu-
tion is defined as a mixture of two or more components that
form a homogeneous molecular dispersion, in other words,
a one-phase system. In a true solution, the suspended parti-
cles completely dissolve and are not large enough to scatter
light but are small enough to be evenly dispersed resulting
in a homogeneous appearance. The diameter of particlesin
coarse dispersions is greater than ~500 nm (0.5 m). Two
common pharmaceutical coarse dispersions are emulsions
(liquid-iquid dispersions) and suspensions(solid-iquid dis-
persions). A colloidal dispersionrepresentsasystem havinga
particle size intermediate between that of atrue solution and
a coarse dispersion, roughly 1 to 500 nm. A colloidal dis-
persion may be considered as a two-phase (heterogeneous)
system under some circumstances. However, it may aso be
considered asaone-phase system (homogeneous) under other
circumstances. For example, liposomesor microspheresinan
aqueous delivery vehicle are considered to be heterogeneous
colloidal dispersionsbecausethey consist of distinct particles
congtituting a separate phase. On the other hand, a colloidal
dispersion of acacia or sodium carboxymethylcellulose in
water is homogeneous since it does not differ significantly
from a solution of sucrose. Therefore, it may be considered
as asingle-phase system or true solution.! Another example

of a homogeneous colloidal dispersion that is considered to
be atrue solution is drug-polymer conjugates since they can
completely dissolve in water.

This chapter focuses on molecular dispersions, which are
also known as true solutions. A solution composed of only
two substances is known as a binary solution, and the com-
ponents or constituents are referred to as the solvent and
the solute. Commonly, the terms component and constituent
are used interchangeably to represent the pure chemical sub-
stances that make up a solution. The number of components
has a definite significance in the phase rule. The constituent
present in the greater amount in abinary solution is arbitrar-
ily designated as the solvent and the constituent in the lesser
amount as the solute. When a solid is dissolved in aliquid,
however, the liquid is usually taken as the solvent and the
solid asthe solute, irrespective of the relative amounts of the
constituents. When water isone of the constituents of aliquid
mixture, it is usually considered the solvent. When dealing
with mixtures of liquids that are miscible in all proportions,

(e @M INAAE PHARMACEUTICAL
DISPERSIONS

When two materials are mixed, one becomes dispersed in
the other. To classify a pharmaceutical dispersion, only the
size of the dispersed phase and not its composition is con-
sidered. The two components may become dispersed at the
molecular level forming a true solution. In other words, the
dispersed phase completely dissolves, cannot scatter light,
and cannot be visualized using microscopy. If the dispersed
phase is in the size range of 1 to 500 nm, it is considered to be
a colloidal dispersion. Common examples of colloidal disper-
sions include blood, liposomes, and zinc oxide paste. If the
particle size is greaterthan 500 nm (or 0.5 .m), itis considered
to be a coarse dispersion. Two common examples of coarse
dispersions are emulsions and suspensions.
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such asalcohol and water, it isless meaningful to classify the
constituents as solute and solvent.

PHYSICAL PROPERTIES OF SUBSTANCES

The physical properties of substances can be classified as
colligative, additive, and constitutive. Some of the constitu-
tive and additive properties of molecules were considered in
Chapter 4. In the field of thermodynamics, physical proper-
ties of systems are classified as extensive properties, which
depend on the quantity of the matter in the system (e.g., mass
and volume), and intensive properties, which areindependent
of the amount of the substances in the system (e.g., temper-
ature, pressure, density, surface tension, and viscosity of a
pure liquid).

Colligative properties depend mainly on the number of
particlesin asolution. The colligative properties of solutions
are osmotic pressure, vapor pressure lowering, freezing point
depression, and boiling point elevation. The values of the
colligative properties are approximately the same for equal
concentrationsof different nonel ectrolytesin solution regard-
less of the species or chemical nature of the constituents. In
considering the colligative properties of solid-in-liquid solu-
tions, it is assumed that the solute is nonvolatile and that the
pressure of the vapor above the solution is provided entirely
by the solvent.

Additive properties depend on the total contribution of
the atoms in the molecule or on the sum of the properties
of the congtituents in a solution. An example of an additive
property of acompound is the molecular weight, that is, the
sum of the masses of the constituent atoms. The masses of
the components of a solution are also additive, the total mass
of the solution being the sum of the masses of the individual
components.

Constitutive properties depend on the arrangement and to
a lesser extent on the number and kind of atoms within a
molecule. These properties give clues to the constitution of
individual compounds and groups of molecules in a system.
Many physical properties may be partly additive and partly
constitutive. The refraction of light, electric properties, sur-
faceandinterfacial characteristics, and the solubility of drugs
areat least in part constitutive and in part additive properties;
these are considered in other sections of the book.

Types of Solutions

A solution can be classified according to the statesin which
thesoluteand sol vent occur, and becausethree states of matter
(gas, liquid, and crystalline solid) exist, nine types of homo-
geneous mixtures of solute and solvent are possible. These
types, together with some examples, are given in Table 5-1.

When solids or liquids dissolvein agasto form agaseous
solution, the molecules of the solute can be treated thermo-
dynamically like a gas; similarly, when gases or solids dis-
solveinliquids, the gases and the solids can be considered to

TYPES OF SOLUTIONS

Solute Solvent Example

Gas Gas Air

Liquid Gas Water in oxygen

Solid Gas lodine vapor in air

Gas Liquid Carbonated water

Liquid Liquid Alcohal in water

Solid Liquid Aqueous sodium chloride solution
Gas Solid Hydrogen in palladium

Liquid Solid Mineral ail in paraffin

Solid Solid Gold—silver mixture, mixture of alums

exist in the liquid state. In the formation of solid solutions,
the atoms of the gas or liquid take up positionsin the crystal
lattice and behave like atoms or molecules of solids.

The solutes (whether gases, liquids, or solids) are divided
into two main classes: nonelectrolytes and electrolytes. Non-
electrolytes are substances that do not ionize when dis-
solved in water and therefore do not conduct an electric
current through the solution. Examples of nonelectrolytes
are sucrose, glycerin, naphthalene, and urea. The colliga
tive properties of solutions of nonelectrolytes are fairly reg-
ular. A 0.1-molar (M) solution of a nonelectrolyte produces
approximately the same colligative effect as any other non-
electrolytic solution of equal concentration. Electrolytes are
substancesthat formionsin sol ution, conduct el ectric current,
and show apparent “anomalous’ colligative properties; that
is, they produce aconsiderably greater freezing point depres-
sion and boiling point elevation than do nonelectrolytes of
the same concentration. Examples of electrolytes are hydro-
chloric acid, sodium sulfate, ephedrine, and phenobarbital.

Electrolytesmay be subdivided further into strong electro-
lytes and weak electrolytes depending on whether the
substance is completely or only partly ionized in water.
Hydrochloric acid and sodium sulfate are strong el ectrolytes,
whereas ephedrine and phenobarbital are weak electrolytes.
The classification of electrolytes according to Arrhenius and
thediscussion of the modern theoriesof electrolytesaregiven
later in the book.

CONCENTRATION EXPRESSIONS

The concentration of a solution can be expressed either in
terms of the quantity of solute in a definite volume of solu-
tion or as the quantity of solute in a definite mass of sol-
vent or solution. The various expressions are summarized in
Table 5-2.

Molarity and Normality

Molarity and normality are the expressions commonly used
in analytical work.> All solutions of the same molarity
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CONCENTRATION EXPRESSIONS

Expression Symbol Definition

Molarity M,c Moles (gram molecular weights) of solutein 1 liter of solution

Normality N Gram equivalent weights of solutein 1 liter of solution

Molality m Moles of solutein 1000 g of solvent

Molefraction X,N Ratio of the moles of one constituent (e.g., the solute) of a solution to the total
moles of al constituents (solute and solvent)

Mole percent Moles of one constituent in 100 moles of the solution; mole percent is obtained by
multiplying mole fraction by 100

Percent by weight % wiw Grams of solutein 100 g of solution

Percent by volume % viv Milliliters of solutein 100 mL of solution

Percent weight-in-volume % wiv Grams of solutein 100 mL of solution

Milligram percent —

Milligrams of solutein 100 mL of solution

contain the same number of solute molecules in a definite
volume of solution. When a solution contains more than
one solute, it may have different molar concentrations with
respect to the various solutes. For example, a solution can be
0.001 M with respect to phenobarbital and 0.1 M with respect
to sodium chloride. Oneliter of such asolutionisprepared by
adding 0.001 mole of phenobarbital (0.001 mole x 232.32 g/
mole = 0.2323g) and 0.1 mole of sodium chloride (0.1 mole x
58.45 g/mole = 5.845 g) to enough water to make 1000 mL
of solution.

Difficulties are sometimes encountered when one desires
to express the molarity of anion or radical in a solution. A
molar solution of sodium chlorideis1 M with respect to both
the sodium and the chlorideion, whereas a molar solution of
N&CO3 is 1 M with respect to the carbonate ion and 2 M
with respect to the sodium ion because each mole of thissalt
contains 2 moles of sodiumions. A molar solution of sodium
chlorideisaso 1 normal (1 N) with respect to both itsions;
however, a molar solution of sodium carbonate is 2 N with
respect to both the sodium and the carbonate ion.

Molar and normal solutions are popular in chemistry
because they can be brought to a convenient volume; a vol-
ume aliquot of the solution, representing a known weight of
solute, is easily obtained by the use of the burette or pipette.

Both molarity and normality have the disadvantage of
changing value with temperature because of the expansion
or contraction of liquids and should not be used when one
wishesto study the propertiesof solutionsat varioustempera-
tures. Another difficulty arisesin the use of molar and normal
solutions for the study of properties such as vapor pressure
and osmotic pressure, which are related to the concentration
of the solvent. The volume of the solvent in a molar or a
normal solution isnot usually known, and it variesfor differ-
ent solutions of the same concentration, depending upon the
solute and solvent involved.

Molality

A mola solution is prepared in terms of weight units and
does not have the disadvantages just discussed; therefore,

mola concentration appears more frequently than molarity
and normality in theoretical studies. It is possible to convert
molality into molarity or normality if the final volume of
the solution is observed or if the density is determined. In
aqueous solutions more dilute than 0.1 M, it usually may be
assumed for practical purposesthat molality and molarity are
equivalent. For example, a 1% solution by weight of sodium
chloride with a specific gravity of 1.0053 is 0.170 M and
0.173 mola (0.173 m). The following difference between
molar and molal solutions should also be noted. If another
solute, containing neither sodium nor chlorideions, is added
toacertain volumeof amolal solution of sodium chloride, the
solution remains 1 m in sodium chloride, although the total
volume and the weight of the solution increase. Molarity, of
course, decreases when another solute is added because of
the increase in volume of the solution.

Molal solutions are prepared by adding the proper weight
of solvent to a carefully weighed quantity of the solute. The
volume of the solvent can be calculated from the specific
gravity, and the solvent can then be measured from a burette
rather than weighed.

Mole Fraction

Molefractionisused frequently in experimentation involving
theoretical considerations because it gives a measure of the
relative proportion of moles of each constituent in asolution.
Itisexpressed as

N1

X1 = 5-1

' Ny +ny =D
Ny

Xo = 5-2

z N1 +nN2 -2

for a system of two constituents. Here X; is the mole frac-
tion of constituent 1 (the subscript 1 is ordinarily used asthe
designation for the solvent), X, is the mole fraction of con-
stituent 2 (usually the solute), and n; and n, are the numbers
of moles of the respective constituents in the solution. The
sum of the mole fractions of solute and solvent must equal
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unity. Mole fraction is also expressed in percentage terms by
multiplying X; or X, by 100. In a solution containing 0.01
mole of solute and 0.04 mole of solvent, the mole fraction of
the solute is X, = 0.01/(0.04 + 0.01) = 0.20. Because the
mol e fractions of the two constituents must equal 1, themole
fraction of the solvent is 0.8. The mole percent of the solute
is 20%; the mole percent of the solvent is 80%.

The manner in which mole fraction is defined alows one
to express the rel ationship between the number of solute and
solvent moleculesinasimple, direct way. In the examplejust
given, it is readily seen that 2 of every 10 molecules in the
solution are solute molecules, and it will be observed later
that many of the propertiesof solutesand solventsaredirectly
related to their mole fraction in the solution. For example, the
partial vapor pressure above a solution brought about by the
presence of avolatile solute is equal to the vapor pressure of
the pure solute multiplied by the mole fraction of the solute
in the solution.

Percentage Expressions

The percentage method of expressing the concentration of
pharmaceutical solutions is quite common. Percentage by
weight signifies the number of grams of solute per 100 g
of solution. A 10% by weight (% w/w) agueous solution of
glycerin contains 10 g of glycerin dissolved in enough water
(90 g) to make 100 g of solution. Percentage by volume is
expressed as the volume of solute in milliliters contained
in 100 mL of the solution. Alcohol (United States Pharma-
copeia) contains 92.3% by weight and 94.9% by volume of
C,HsOH at 15.56°C; that is, it contains 92.3 g of C;HsOH
in 100 g of solution or 94.9 mL of Co;HsOH in 100 mL of
solution.

Calculations Involving Concentration Expressions

The calculations involving the various concentration expres-
sions areillustrated in the following example.

Solutions of Ferrous Sulfate

An aqueous solution of exsiccated ferrous sulfate was prepared by
adding 41.50 g of FeSO,4 to enough water to make 1000 mL of solu-
tion at 18°C. The density of the solution is 1.0375 and the molecular
weight of FeSOy is 151.9. Calculate (a) the molarity; (b) the molal-
ity; (c) the mole fraction of FeSO,, the mole fraction of water, and
the mole percent of the two constituents; and (d) the percentage by
weight of FeSOj.

(a) Molarity:

f F

Moles of FeSO4 = go—eSO‘t
Molecular weight
41.50

= —— =0.2732
151.9 0.273
Moles of F 0.2732
Molarity = —oles of FeSO; -_ =0.2732M

Liters of solution 1 liter

(b) Molality:

Grams of solution = Volume X Density
1000 x 1.0375 =1037.5 g
Grams of solvent = Grams of solution — Grams
of FeSO, = 1037.5 — 41.5 = 996.0 g

Moles of FeSO4 _ 0.2732
kgof solvent ~ 0.996

Molality = =0.2743m

(¢) Mole fraction and mole percent:

99
Moles of water = ——— = 55.27 moles

18.02
Mole fraction of FeSOy:
X, = Moles of FeSO4
Moles of water + Moles of FeSO,4
= _ 02782 = 0.0049

55.27 4+ 0.2732
Mole fraction of water:

55.27

= _——— =0.9951
55.27 4 0.2732

1

Notice that

X1 + X» = 0.9951 4 0.0049 = 1.0000

Mole percent of FeSO4 = 0.0049 x 100 = 0.49%

Mole percent of water = 0.9951 x 100 = 99.51%
(d) Percentage by weight of FeSOy:

__ gof FeSO,4

== """ x100
g of solution
41.50

= 100 = 4.00%
10375 ~ ¢

One can use the table of conversion equations, Table 5-3,
to convert a concentration expression, say molality, into its
valuein molarity or molefraction. Alternatively, knowing the
weight, wy, of a solvent, the weight, w,, of the solute, and
the molecular weight, M, of the solute, one can calculate the
molarity, ¢, or themolality, m, of the solution. Asan exercise,
the reader should derive an expression relating X; to X, to
theweightsw; and w, and the solute’s molecular weight, Mo.
The datain Example 5-1 are useful for determining whether
your derived equation is correct.

EQUIVALENT WEIGHTS

One gram atom of hydrogen weighs 1.008 g and consists of
6.02 x 10% atoms (Avogadro’s number) of hydrogen. This
gram atomic weight of hydrogen combineswith 6.02 x 10?3
atoms of fluorine and with half of 6.02 x 10%° atoms of
oxygen. One gram atom of fluorine weighs 19 g, and 1 g
atom of oxygen weighs 16 g. Therefore, 1.008 g of hydrogen
combines with 19 g of fluorine and with half of 16 or 8 g
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TABLE 5-3
CONVERSION EQUATIONS FOR
CONCENTRATION TERMS

A. Molality (moles of solute/kg of solvent, m) and mole fraction
of solute (X,):

m
1000

m + M,
_1000X,
T M1 - Xp)
1000(1 — X,)
T M,

B. Molarity (moles of solute/liter of solution, ¢) and mole
fraction of solute (X;):

Xy =

c
1000p — cM,
Cc+ T
10000 X,
T My(1- X2) + M2Xo
C. Moldlity (m) and molarity (c):

X, =

o 10ooc
~ 10000 — Myc
_ 1000p

¢= 1000

— + My
m

D. Molality (m) and molarity (c) in terms of weight of solute, wy,
weight of solvent, wy, and molecular weight, M,, of solute:
. W2/M2 o 1000W2
" wy/1000 T wiM,
_1000pw,
T Ma(wy + wy)

Definition of terms:
p = density of the solution (g/cm?)
M; = molecular weight of the solvent
M, = molecular weight of the solute
X1 = mole fraction of the solvent
X2 = mole fraction of the solute
w; = weight of the solvent (g, mg, kg, etc.)
w, = weight of the solute (g, mg, kg, etc.)

of oxygen. The quantities of fluorine and oxygen combin-
ing with 1.008 g of hydrogen are referred to as the equiv-
alent weight of the combining atoms. One equivalent (Eq)
of fluorine (19 g) combines with 1.008 g of hydrogen. One
equivalent of oxygen (8 g) aso combines with 1.008 g of
hydrogen.

It is observed that 1 equivalent weight (19 g) of fluorine
is identical with its atomic weight. Not so with oxygen; its
gramequivalent weight (8 g) isequal to half itsatomicweight.
Stated otherwise, the atomic weight of fluorine contains 1 Eq
of fluorine, whereas the atomic weight of oxygen contains
2 Eq. The equation relating these atomic quantities is as

follows (the eguation for molecules is quite similar to that
for atoms, as seen in the next paragraph):

Atomic weight

Number of equivalents per
atomic weight (valence)

Equivalent weight =

(5-3)

The number of equivalents per atomic weight, namely, 1 for
fluorine and 2 for oxygen, is the common valence of these
elements. Many elements may have more than one valence
and hence several equivalent weights, depending on thereac-
tion under consideration. Magnesium will combine with two
atoms of fluorine, and each fluorine can combine with one
atom of hydrogen. Therefore, the valence of magnesium is
2, and its equivalent weight, according to equation (5-3), is
one half of its atomic weight (24/2 = 12 g/Eq). Aluminum
will combine with three atoms of fluorine; the valence of alu-
minum istherefore 3 and its equivalent weight is one third of
its atomic weight, or 27/3 = 9 g/Eq.

The concept of equivalent weights not only applies to
atoms but also extends to molecules. The equivalent weight
of sodium chloride is identical to its molecular weight,
58.5 g/Eq; that is, the equival ent weight of sodium chlorideis
the sum of the equivalent weights of sodium (23 g) and chlo-
rine (35.5 g), or 58.5 g/EQ. The equivalent weight of sodium
chlorideisidentical to its molecular weight, 58.5 g, because
thevalence of sodium and chlorineiseach 1 inthe compound.
The equivalent weight of NapCOg3 is numerically half of its
molecular weight. The valence of the carbonate ion, CO32~,
is 2, and its equivalent weight is 60/2 = 30 g/Eq. Although
thevalence of sodiumis1, two atomsare present in Na,COs,
providingaweight of 2 x 23g=46g; itsequivalent weightis
onehalf of this, or 23 g/Eq. The equivalent weight of Na,CO3
istherefore 30 + 23 = 53 g, which is one half the molecul ar
weight. The relationship of equivalent weight to molecular
weight for molecules such as NaCl and Na,COs is[compare
equation (5-3) for atomg]
molecular weight (g/mole)

Equivalent weight (g/Eq) =
quivalent weight (9/Eq) equivalent/mole

(5-4)

EXAMPLE 5-2

Calculation of Equivalent Weight

(a) What is the number of equivalents per mole of K3 PO4, and what is
the equivalent weight of this salt? (b) What is the equivalent weight of
KNO;? (c) What is the number of equivalents per mole of Ca3;(POy),,
and what is the equivalent weight of this salt?

(a) K;3PO4 represents 3 Egq/mole, and its equivalent weight is
numerically equal to one third of its molecular weight, namely,
(212 g/mole) -+ (3 Eq/mole) = 70.7 g/Eq.

(b) The equivalent weight of KNOj is also equal to its molecular
weight, or 101 g/Eq.

(¢) The number of equivalents per mole for Ca3;(POy); is 6 (i.e.,
three calcium ions each with a valence of 2 or two phos-
phate ions each with a valence of 3). The equivalent weight
of Caz(POy); is therefore one sixth of its molecular weight, or
310/6 = 51.7 g/Eq.
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For a complex salt such as monobasic potassium phos-
phate (potassium acid phosphate), KH,PO,; (molecular
weight, 136 g), the equivalent weight depends on how the
compound is used. If it is used for its potassium content,
the equivalent weight isidentical to its molecular weight, or
136 g. Whenitisused asabuffer for itshydrogen content, the
equivaent weightisonehalf of themolecular weight, 136/2 =
68 g, because two hydrogen atoms are present. When used
for its phosphate content, the equivalent weight of KH,PO,
isonethird of themolecular weight, 136/3 = 45.3 g, because
the valence of phosphateis 3.

Asdefined in Table 5-2, the normality of asolutionisthe
equivalent weight of the solutein 1 liter of solution. For NaF,
KNOg, and HCI, the number of equivalent weights equalsthe
number of molecular weights, and normality isidentical with
molarity. For H3PO,, the equivalent weight isonethird of the
molecular weight, 98 g/3 = 32.67 g/Eq, assuming complete
reaction, andal N solution of H3PO, isprepared by weighing
32.67 g of H3PO, and bringing it to avolume of 1 liter with
water. For a1 N solution of sodium bisulfate (sodium acid
sulfate), NaHSO, (molecular weight 120 g), the weight of
salt needed depends on the species for which the salt is used.
If used for sodium or hydrogen, the equivalent weight would
equal the molecular weight, or 120 g/Eq. If the solution were
used for its sulfate content, 120/2 = 60 g of NaHSO, would
be weighed out and sufficient water added to make 1 liter of
solution.

In electrolyte replacement therapy, solutions containing
various electrolytes areinjected into a patient to correct seri-
ous electrolyte imbalances. The concentrations are usually
expressed as equivalents per liter or milliequivalents per liter.
For example, thenormal plasmaconcentration of sodiumions
inhumansisabout 142 mEg/liter; the normal plasmaconcen-
tration of bicarbonateion, HCO3~, is27 mEg/liter. EQuation
(5-4) isuseful for calculating the quantity of salts needed to
prepare electrolyte solutions in hospital practice. The moles
in the numerator and denominator of equation (5-4) may be
replaced with, say, litersto give

. . . Gramg/liter
Equivalent weight (in g/Eq) = Equivalm (5-5)
or
. . . Milligramg/liter
Equivalent weight (in mg/mEQ) = Milliquivalentslliter
(5-6)

Equivalent weight (anal ogousto molecul ar weight) isexpres-
sed in g/Eq, or what amounts to the same units, mg/mEq.

Ca?* in Human Plasma

Human plasma contains about 5 mEq/liter of calcium ions. How
many milligrams of calcium chloride dihydrate, CaCl, e 2H,0
(molecular weight 147 g/mole), are required to prepare 750 mL of
a solution equal in Ca?* to human plasma? The equivalent weight

of the dihydrate salt CaCl, e 2H,O0 is half of its molecular weight,
147/2 =173.5 g/Eq, or 73.5 mg/mEq. Using equation (5-6), we obtain

/it
73.5 mg/mEq = L“?r
5 mEq/liter
73.5 mg/mEq x 5 mEq/liter = 367. 5 mg/liter
750 mL

For 750 cm?, 367.5 x = 275.6 mg of CaCl, e 2H,0

1000 mL

Equivalent Weight and Molecular Weight

Calculate the number of equivalents per liter of potassium chloride,
molecular weight 74.55 g/mole, present in a 1.15% w/v solution of
KClL
Using equation (5-5) and noting that the equivalent weight of
KCl is identical to its molecular weight, we obtain
11.5 g/liter
Eq/liter

(11.5 g/liter) /(74.55 g/Eq) = 0.154 Eq/liter (or 154 mEq/liter)

74.55 g/Eq =

Sodium Content

What is the Nat content in mEq/liter of a solution containing
5.00 g of NaCl per liter of solution? The molecular weight and there-
fore the equivalent weight of NaCl is 58.5 g/Eq or 58.5 mg/mEq.

mg/liter 5000 mg/liter

mEqfliter = £ 5t. = 58.5 mgmEq
= 85.47 mEq of Na™per liter
IDEAL AND REAL SOLUTIONS

Asstated earlier, the colligative properties of nonelectrolytes
are ordinarily regular; on the other hand, solutions of elec-
trolytes show apparent deviations. The remainder of this
chapter relates to solutions of nonelectrolytes, except where
comparison with an electrolyte systemisdesirablefor clarity.
Solutions of electrolytes are dealt with in Chapter 6.

Anideal gasisdefined in Chapter 2 as one in which there
is no attraction between the molecules, and it is found desir-
ableto establish anideal gas equation to which the properties
of real gases tend as the pressure approaches zero. Conse-
quently, theideal gaslaw isreferred to asalimiting law. Itis
convenient to define an ideal solution as one in which there
is no change in the properties of the components, other than
dilution, when they are mixed to form the solution. No heat is
evolved or absorbed during the mixing process, and the final
volume of the solution represents an additive property of the
individual constituents. Stated another way, no shrinkage or
expansion occurswhen the substances are mixed. The consti-
tutive properties, for example, the vapor pressure, refractive
index, surface tension, and viscosity of the solution, are the
weighted averages of the properties of the pure individual
consgtituents.
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Ideality in a gas implies the complete absence of attractive
forces, and ideality in a solution means complete uniformity
of attractive forces. Because a liquid is a highly condensed
state, it cannot be expected to be devoid of attractive forces;
nevertheless, if, in a mixture of A and B molecules, the forces
between A and A, B and B, and A and B are all of the same
order, the solution is considered to be ideal according to the
definition just given.

Mixing substances with similar properties forms ideal
solutions. For example, when 100 mL of methanol is mixed
with 100 mL of ethanol, the final volume of the solution is
200 mL, and no heat is evolved or absorbed. The solution is
nearly ideal.

When 100 mL of sulfuric acid is combined with 100 mL
of water, however, the volume of the solutionisabout 180 mL
at room temperature, and the mixing is attended by a consid-
erable evolution of heat; the solution is said to be nonideal,
or real. Aswith gases, some solutions are quite ideal in mod-
erate concentrations, whereas others approach ideality only
under extreme dilution.

Escaping Tendency®

Two bodies are in thermal equilibrium when their temper-
atures are the same. If one body is heated to a higher tem-
perature than the other, heat will flow “downhill” from the
hotter to the colder body until both bodies are again in ther-
mal equilibrium. This processisdescribed in another way by
using the concept of escaping tendency, and say that the heat
inthe hotter body hasagreater escaping tendency thanthat in
the colder one. Temperature is a quantitative measure of the
escaping tendency of heat, and at thermal equilibrium, when
both bodies finally have the same temperature, the escaping
tendency of each constituent is the same in al parts of the
system.

A quantitative measure of the escaping tendenciesof mate-
rial substances undergoing physical and chemical transfor-
mationsis free energy. For a pure substance, the free energy
per mole, or the molar free energy, provides a measure of
escaping tendency; for the constituent of a solution, it isthe
partial molar free energy or chemical potential that is used
as an expression of escaping tendency. Chemical potential
is discussed in Chapter 3. The free energy of 1 mole of ice
is greater than that of liquid water at 1 atm above 0°C and is
spontaneously converted into water because

AG =Gjig— Gjee < 0

At 0°C, at which temperature the system is in equilibrium,
the molar free energies of ice and water are identical and
AG = 0. In terms of escaping tendencies, the escaping

tendency of ice is greater than the escaping tendency of lig-
uid water above 0°C, whereas at equilibrium, the escaping
tendencies of water in both phases are identical.

Ideal Solutions and Raoult’s Law

The vapor pressure of a solution is a particularly important
property because it serves as a quantitative expression of
escaping tendency. In 1887, Raoult recognized that, in an
ideal solution, the partial vapor pressure of each volatile con-
stituent is equal to the vapor pressure of the pure constituent
multiplied by its mole fraction in the solution. Thus, for two
congtituents A and B,

(5-7)
(5-8)

Pa = Pa°Xa
Pe = Pe° Xs

where pa and pg are the partia vapor pressures of the con-
stituents over the solution when the mol e fraction concentra-
tionsare X5 and Xg, respectively. The vapor pressures of the
pure componentsare pa° and pg°, respectively. For example,
if the vapor pressure of ethylene chloride in the pure stateis
236 mm Hg at 50°C, then in a solution consisting of amole
fraction of 0.4 ethylene chloride and 0.6 benzene, the partial
vapor pressure of ethylene chloride is 40% of 236 mm, or
94.4 mm. Thus, in an ideal solution, when liquid A is mixed
with liquid B, the vapor pressure of A isreduced by dilution
with B inamanner depending on the mole fractions of A and
B present in the final solution. Thiswill diminish the escap-
ing tendency of each constituent, leading to areductioninthe
rate of escape of the molecules of A and B from the surface
of theliquid.

EXAMPLE 5-6

Partial Vapor Pressure

What is the partial vapor pressure of benzene and of ethylene chlo-
ride in a solution at a mole fraction of benzene of 0.6? The vapor
pressure of pure benzene at 50°C is 268 mm, and the corresponding
pa° for ethylene chloride is 236 mm. We have

ps = 268 X 0.6 = 160.8 mm
PA = 236 X 0.4 = 94.4 mm

If additional volatile components are present in the solu-
tion, each will produce apartial pressure above the solution,
which can be calculated from Raoult’s law. The total pres-
sureisthe sum of the partial pressures of all the constituents.
In Example 5-6, the total vapor pressure P is calculated as
follows:

P = pa + pg = 160.8 + 94.4 = 255.2mm

The vapor pressure-composition curve for the binary sys-
tem benzene and ethylenechlorideat 50°Cisshownin Figure
5-1. The three lines represent the partial pressure of ethy-
lene chloride, the partial pressure of benzene, and the total
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11 and 50 g = 120.9 g/mole = 0.414 mole of CFC 12. What is the
Total partial pressure of CFCs 11 and 12 in the 50:50 mixture, and what
otal vapor pressure is the total vapor pressure of this mixture? We write
pg’ = 268
ni 0.364 .
= ° = 13.4) = 6.27
. P= e P T 0364+ 0.414 Y pst
Cy Pat =236 0.414
T np . .
= ° = 84.9) = 45.2
£ P = P = 036a + 0414 &) pst
o The total vapor pressure of the mixture is
3
§ 6.27 + 45.2 = 51.5 psi
> To convert to gauge pressure (psig), one subtracts the atmospheric
2 . pressure of 14.7 psi:
S | pa=pa°Xa
K 51.5 — 14.7 = 36.8 psig
S The psi values just given are measured with respect to zero pres-
_gex sure rather than with respect to the atmosphere and are sometimes
Ps = Pe %o written psia to signify absolute pressure.
0 1.0
Benzene R Ethylene .
X; =1 Mole fraction of chloride Real Solutions

ethylene chloride

Fig. 5-1. Vapor pressure—composition curve for an ideal binary
system.

pressure of the solution as a function of the mole fraction of
the constituents.

Aerosols and Raoult's Law

Aerosol dispensers have been used to package some drugs
since the early 1950s. An aerosol contains the drug concen-
trated in a solvent or carrier liquid and a propellant mix-
ture of the proper vapor characteristics. Chlorofluorocarbons
(CFCs) were very popular propellantsin aerosols until about
1989. Sincethat timethey have been replaced in nearly every
country because of the negative effects that CFCs have on
the Earth’s ozone layer. Today, two volatile hydrocarbons
are commonly used as propellants in metered dose inhalers
for treating asthma, hydrofluoroakane 134a (1,1,1,2,-
tetrafluoroethane) or hydrofluoroalkane 227 (1,1,1,2,3,3,3-
heptafluoropropane) or combinations of the two. Early
metered dose inhalers commonly used trichloromonofluo-
romethane (CFC propellant 11) and dichlorodifluoromethane
(CFC propellant 12) aspropellants. CFC 11 and CFC 12 were
used in various proportionsto yield the proper vapor pressure
and density at room temperature. Although still used with
drugs, these halogenated hydrocarbons are no longer used in
cosmetic aerosols and have been replaced by nitrogen and
unsubstituted hydrocarbons. Since propellants represent the
vast majority (>99%) of thedosedelivered by ametered dose
inhaler, it must be nontoxic to the patient.

EXAMPLE 5-7

Aerosol Vapor Pressure

The vapor pressure of pure CFC 11 (molecular weight 137.4) at 21°C
is p11° = 13.4 Ib/in? (psi) and that of CFC 12 (molecular weight
120.9) is p12° = 84.9 psi. A 50:50 mixture by gram weight of the
two propellants consists of 50 - 137.4 g/mole = 0.364 mole of CFC

Idedlity in solutions presupposes complete uniformity of
attractiveforces. Many examples of solution pairsare known,
however, in which the “cohesive” attraction of A for A
exceeds the “adhesive” attraction existing between A and
B. Similarly, the attractive forces between A and B may be
greater than those between A and A or B and B. This may
occur even though the liquids are misciblein all proportions.
Such mixturesarereal or nonideal; that is, they do not adhere
to Raoult’s law throughout the entire range of composition.
Two types of deviation from Raoult’s law are recognized,
negative deviation and positive deviation.

When the “adhesive” attractions between molecules of
different species exceed the “cohesive’ attractions between
like molecules, the vapor pressure of the solution islessthan
that expected from Raoult’s ideal solution law, and negative
deviation occurs. If the deviation is sufficiently great, the
total vapor pressure curve shows aminimum, as observed in
Figure 5-2, where A is chloroform and B is acetone.

The dilution of constituent A by addition of B normally
would be expected to reduce the partial vapor pressure of A;
thisisthe simpledilution effect embodied in Raoult’slaw. In
the case of liquid pairsthat show negative deviation from the
law, however, the addition of B to A tendsto reduce the vapor
pressure of A to agreater extent than can be accounted for by
the simple dilution effect. Chloroform and acetone manifest
such an attraction for one another through the formation of a
hydrogen bond, thus further reducing the escaping tendency
of each constituent. This pair forms aweak compound,

Cl3C—H .- O=C(CHs),

that can beisolated and identified. Reactions between dipolar
molecules, or between a dipolar and a nonpolar molecule,
may a so lead to negative deviations. Theinteraction in these
cases, however, isusually sowesk that no definite compound
can beisolated.

When the interaction between A and B molecules is
less than that between molecules of the pure constituents,
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Fig. 5-2. Vapor pressure of a system showing negative deviation
from Raoult’s law.

the presence of B molecules reduces the interaction of the
A molecules, and A molecules correspondingly reduce the
B—B interaction. Accordingly, the dissimilarity of polarities
or internal pressures of the constituents results in a greater
escaping tendency of both the A and the B molecules. The
partial vapor pressure of the constituents is greater than that
expected from Raoult’s law, and the system is said to exhibit
positive deviation. The total vapor pressure often shows a
maximum at one particular composition if the deviation is
sufficiently large. An example of positive deviation is shown
in Figure 5-3. Liquid pairs that demonstrate positive devi-
ation are benzene and ethyl alcohol, carbon disulfide and
acetone, and chloroform and ethyl alcohol.

Raoult’s law does not apply over the entire concentration
rangeinanonideal solution. It describesthebehavior of either
component of areal liquid pair only when that substance is
present in high concentration and thusis considered to be the
solvent. Raoult’s law can be expressed as

(5-9

[e]
Psolvent = pso|ventxsolvent

in such a situation, and it is valid only for the solvent of a
nonideal solution that is sufficiently dilute with respect to the
solute. It cannot hold for the component inlow concentration,
that is, the solute, in a dilute nonideal solution.

These statements will become clearer when one observes,
in Figure 5-2, that the actual vapor pressure curve of chlo-
roform (component A) approaches the ideal curve defined
by Raoult’slaw as the solution composition approaches pure
chloroform. Raoult’slaw can be used to describe the behavior
of chloroform when it is present in high concentration (i.e.,
when it is the solvent). The ideal equation is not applicable
to acetone (component B), however, which is present in low
concentration in thisregion of the diagram, because the actual
curvefor acetone does not coincide with theideal line. When
one studies the left side of Figure 5-2, one observes that
the conditions are reversed: Acetone is considered to be the

700
Total vapor pressure
600
P N7~ —
\ — — —
X T A
@ 900 N\
E e 24
£ A ’
o 400 - \\ AN 4
= N\ Ve
a N\ /
=4 /
o
- 300 N/
g /\/\ \
> 0N N
200 e NN
/ N\ \
/ d A
- AN
100 , \
. ,
, \
0 1 1 ! ]

Xa 0 0.2 0.4 0.6 08 10
Xz 1.0 0.8 0.6 0.4 0.2 0

Mole fraction

Fig. 5-3. Vapor pressure of a system showing positive deviation
from Raoult’s law.

solvent here, and its vapor pressure curve tends to coincide
with the ideal curve. Chloroform is the solute in this range,
and its curve does not approach the idea line. Similar con-
siderations apply to Figure 5-3.

Henry's Law

The vapor pressure curves for both acetone and chloroform
as solutes are observed to lie considerably below the vapor
pressure of an ideal mixture of this pair. The molecules of
solute, being in relatively small number in the two regions
of the diagram, are completely surrounded by molecules of
solvent and so reside in a uniform environment. Therefore,
the partial pressure or escaping tendency of chloroform at
low concentration is in some way proportional to its mole
fraction, but, as observed in Figure 5-2, the proportionality
constant is not equal to the vapor pressure of the pure sub-
stance. The vapor pressure-composition relationship of the
solute cannot be expressed by Raoult’s law but instead by an
equation known as Henry’s law:

(5-10)

Psolute — I(sol utexsol ute

where k for chloroform is less than pgyc .. Henry's law
appliesto the solute and Raoult’slaw appliesto the solvent in
dilute solutions of real liquid pairs. Of course, Raoult’s law
also applies over the entire concentration range (to both sol-
vent and solute) when the constituents are sufficiently similar
to form anideal solution. Under any circumstance, when the
partial vapor pressures of both of the constituentsaredirectly
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proportional to the mole fractions over the entire range, the
solution is said to be ideal; Henry's law becomes identical
with Raoult’s law, and k becomes equal to p°. Henry's law
isused for the study of gas solubilities discussed later in the
book.

Distillation of Binary Mixtures

The relationship between vapor pressure (and hence boiling
point) and composition of binary liquid phases is the under-
lying principlein distillation. In the case of miscible liquids,
instead of plotting vapor pressure versus composition, it is
more useful to plot the boiling points of the various mixtures,
determined at atmospheric pressure, against composition.

The higher the vapor pressure of a liquid—that is, the
more volatile it is—the lower is the boiling point. Because
the vapor of a binary mixture is always richer in the more
volatile constituent, the process of distillation can be used to
separate the more volatile from the less volatile constituent.
Figure 5-4 shows a mixture of a high-boiling liquid A and
alow-boailing liquid B. A mixture of these substances hav-
ing the composition a is distilled at the baoiling point b. The
composition of the vapor v; in equilibrium with the liquid at
thistemperatureisc; thisisalso the composition of the distil-
late when it is condensed. The vapor istherefore richer in B
than the liquid from which it was distilled. If a fractionating
column is used, A and B can be completely separated. The
vapor rising in the column is met by the condensed vapor
or downward-flowing liquid. As the rising vapor is cooled
by contact with the liquid, some of the lower-boiling frac-
tion condenses, and the vapor contains more of the volatile
component than it did when it |eft the retort. Therefore, as
the vapor proceeds up the fractionating column, it becomes
progressively richer in the more volatile component B, and
the liquid returning to the distilling retort becomes richer in
the less volatile component A.

Vapor

Temperature

|
|
|
|
f

Mole fraction

Fig. 5-4. Boiling point diagram of an ideal binary mixture.

Figure 5-4 shows the situation for a pair of misciblelig-
uidsexhibiting ideal behavior. Because vapor pressure curves
can show maxima and minima (see Figs. 5-2 and 5-3), it
follows that boiling point curves will show corresponding
minima and maxima, respectively. With these mixtures, dis-
tillation produces either pure A or pure B plus a mixture of
constant composition and constant boiling point. This lat-
ter is known as an azeotrope (Greek: “boil unchanged”) or
azeotropic mixture. It is not possible to separate such a mix-
ture completely into two pure components by simple frac-
tionation. If the vapor pressure curves show aminimum (i.e.,
negative deviation from Raoult’s law), the azeotrope has the
highest boiling point of all the mixtures possible; it isthere-
foreleast volatileand remainsintheflask, whereaseither pure
A or pureBisdistilled off. If thevapor pressure curve exhibits
amaximum (showing apositivedeviation from Raoult’slaw),
the azeotrope has the lowest boiling point and formsthe dis-
tillate. Either pure A or pure B then remains in the flask.

When a mixture of HCI and water is distilled at atmo-
spheric pressure, an azeotrope is obtained that contains
20.22% by weight of HCI and that boils at 108.58°C. The
composition of this mixture is accurate and reproducible
enough that the solution can be used as a standard in analytic
chemistry. Mixtures of water and acetic acid and of chloro-
form and acetone yield azeotropic mixtures with maximain
their boiling point curves and minimain their vapor pressure
curves. Mixtures of ethanol and water and of methanol and
benzene both show the reverse behavior, namely, minimain
the boiling point curves and maxima in the vapor pressure
CUrves.

When a mixture of two practically immiscible liquids is
heated while being agitated to expose the surfaces of both
liquids to the vapor phase, each constituent independently
exerts its own vapor pressure as a function of temperature
as though the other constituent were not present. Boiling
begins, and distillation may be effected when the sum of the
partial pressures of the two immiscible liquids just exceeds
the atmospheric pressure. This principle is applied in steam
distillation, whereby many organic compounds insoluble in
water can be purified at a temperature well below the point
at which decomposition occurs. Thus, bromobenzene aone
boils at 156.2°C, whereas water boils at 100°C at a pressure
of 760 mm Hg. A mixture of the two, however, in any pro-
portion, boils at 95°C. Bromobenzene can thus be distilled
at atemperature 61°C below its normal boiling point. Steam
distillation is particularly useful for obtaining volatile oils
from plant tissues without decomposing the oils.

COLLIGATIVE PROPERTIES

Whenanonvolatile solute iscombined with avolatile solvent,
thevapor abovethe solutionisprovided solely by the solvent.
The solute reduces the escaping tendency of the solvent, and,
on the basis of Raoult’s law, the vapor pressure of a solution
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PROPERTIES

The freezing point, boiling point, and osmotic pressure of
a solution also depend on the relative proportion of the
molecules of the solute and the solvent. These are called
colligative properties (Greek: “collected together”) because
they depend chiefly on the number rather than on the nature
of the constituents.

containing anonvolatile solute islowered proportional to the
relative number.

Lowering of the Vapor Pressure

According to Raoult’slaw, the vapor pressure, p1, of asolvent
over adilutesolutionisequal to thevapor pressure of the pure
solvent, p;°, timesthemolefraction of solvent in thesolution,
X1. Because the solute under discussion here is considered
to be nonvolatile, the vapor pressure of the solvent, py, is
identical to the total pressure of the solution, p.

It is more convenient to express the vapor pressure of the
solution intermsof the concentration of the soluterather than
themol efraction of the solvent, and thismay beaccomplished
in the following way. The sum of the mole fractions of the

constituents in a solution is unity:
X1+ X=1 (5-11)

Therefore,
X1=1— X, (5-12)

where X isthe molefraction of the solvent and X, isthemole
fraction of the solute. Raoult’s equation can be modified by
substituting equation (5-12) for X; to give

p=p1°(1-Xp) (5-13)

P1”—p=pi°Xz2 (5-14)

Prr—p _AP_, _ M (5-15)
p1° p1° Ny + Ny

In equation (5-15), Ap = p1° — p is the lowering of the
vapor pressureand Ap/p;° istherelative vapor pressure low-
ering. The relative vapor pressure lowering depends only on
the mole fraction of the solute, X, that is, on the number
of solute particles in a definite volume of solution. There-
fore, the relative vapor pressure lowering is a colligative
property.

EXAMPLE 5-8
Relative Vapor Pressure Lowering of a Solution

Calculate the relative vapor pressure lowering at 20°C for a solu-
tion containing 171.2 g of sucrose (w,) in 100 g (w;) of water. The

== (EV CONCEP [ MINIRIRIN

In most solutions, changes in concentration are accompa-
nied by linear and proportional changes in the cardinal col-
ligative properties of the solvent—vapor pressure, freezing
point, and boiling point. Measuring any of these properties
provides anindirectindication of osmolality, but among them,
only vapor pressure can be determined passively without a
forced change in the sample’s physical state.

molecular weight of sucrose (M) is 342.3 and the molecular weight
of water (M;) is 18.02 g/mole. We have

Wy 171.2
Moles of =n=—=——=0.500
oles of sucrose = n; 72 03
w1

Moles of water = ny = w = 1000/18.02 = 55.5
1

A

1:: X, = 2
Py ny +ny
Ap 0.50

= —0.0089
p°  55.540.50

Notice that in Example 5-8, the relative vapor pressure low-
ering is a dimensionless number, as would be expected from
its definition. The result can also be stated as a percentage;
the vapor pressure of the solution has been lowered 0.89%
by the 0.5 mole of sucrose.

The mole fraction, ny/(ny + ny), is nearly equa to, and
may be replaced by, the moleratio np/n; in adilute solution
such as this one. Then, the relative vapor pressure lowering
can be expressed interms of molal concentration of the solute
by setting the weight of solvent w; equal to 1000 g. For an
aqueous solution,

AP ~ N2 WZ/MZ

2= pi° “ny  1000/M; _ 555 m (5-16)

EXAMPLE 5-9
Calculation of the Vapor Pressure

Calculate the vapor pressure when 0.5 mole of sucrose is added to
1000 g of water at 20°C. The vapor pressure of water at 20°C is
17.54 mm Hg. The vapor pressure lowering of the solution is

Ap = p1°X; = pi° X 0.018 x m
17.54 x 0.018 x 0.5
= 0.158 mm = 0.16 mm

The final vapor pressure is

17.54 — 0.16 = 17.38 mm

Elevation of the Boiling Point

Thenormal boiling pointisthetemperatureat which thevapor
pressureof theliquid becomesequal to an external pressure of
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Fig. 5-5. Theoretical plot of the normal boiling point for water
(solvent) as a function of molality in solutions containing sucrose
(a nonvolatile solute) in increasing concentrations. Note that the
normal boiling point of water increases as the concentration of
sucrose increases. This is known as boiling point elevation.

760 mm Hg. A solution will boil at ahigher temperature than
will the pure solvent. This is the colligative property called
boiling point elevation. As shown in Figure 5-5, the more
of the solute that is dissolved, the greater is the effect. The
boiling point of a solution of a nonvolatile solute is higher
than that of the pure solvent owing to the fact that the solute
lowers the vapor pressure of the solvent. This may be seen
by referring to the curves in Figure 5-6. The vapor pressure
curve for the solution lies bel ow that of the pure solvent, and
the temperature of the solution must be elevated to a value
above that of the solvent in order to reach the normal boiling
point. The elevation of the boiling pointisshowninthefigure
asT — T, = ATp. Theratio of the elevation of the boiling
point, ATy, to the vapor pressure lowering, Ap = p° — p, at
100°C is approximately a constant at this temperature; it is
written as

ATy ,
A—p =k 5-17)

or
AT, = K'Ap (5-18)

Moreover, because p° is a constant, the boiling point eleva-
tion may be considered proportional to Ap/p°, the relative

~ g ___ _ _ipe
= 760 { P
e i
E Solvent ! AP
@ olven 2 K
2 r—-{p
w0
@ | |
o : |
Solution > 1 ]
! !
To T
Temperature

Fig. 5-6. Boiling point elevation of the solvent due to addition of a
solute (not to scale).

TABLE 5-4
EBULLIOSCOPIC (K;,) AND CRYOSCOPIC (K;)
CONSTANTS FOR VARIOUS SOLVENTS

Boiling Freezing

Substance Point (°C) Kp Point (°C) Ks
Acetic acid 118.0 293 16.7 39
Acetone 56.0 171 —94.82* 2.40*
Benzene 80.1 253 55 512
Camphor 208.3 5.95 1784 37.7
Chloroform 61.2 354 —63.5 4.96
Ethyl alcohol 78.4 122 —114.49* 3*
Ethyl ether 34.6 2.02 —116.3 1.79*
Phenol 181.4 3.56 42.0 7.27
Water 100.0 0.51 0.00 1.86

*From G. Kortum and J. O’ M. Bockris, Textbook of Electrochemistry, Vol. I1,
Elsevier, New York, 1951, pp. 618, 620.

lowering of vapor pressure. By Raoult’s law, however, the
relative vapor pressure lowering isequal to the mole fraction
of the solute; therefore,

ATy = kX» (5-19)

Because the boiling point el evation depends only onthemole
fraction of the solute, it is a colligative property.

In dilute solutions, X, is equa approximately to
m/(1000/M;) [equation (5-16)], and equation (5-19) can be
written as

AT, = <M1 (5-20)
= 1000
or
ATy = Kpm (5-21)

where ATy, is known as the boiling point elevation and Ky
is called the molal elevation constant or the ebullioscopic
constant. Ky has a characteristic value for each solvent, as
seen in Table 5-4. It may be considered as the boiling point
elevation for anideal 1 m solution. Stated another way, Ky, is
the ratio of the boiling point elevation to the molal concen-
tration in an extremely dilute solution in which the systemis
approximately ideal.

The preceding discussion constitutes aplausible argument
leading to the equation for boiling point elevation. A more
satisfactory derivation of equation (5-21), however, involves
the application of the Clapeyron eguation, which is written
as

ATy  _Vy—V;
Ap " AH,
whereV, andV; arethemolar volume of thegasand themolar
volumeof theliquid, respectively, Ty istheboiling point of the
solvent, and AH, isthe molar heat of vaporization. Because
V1 is negligible compared to V,, the equation becomes
AT V
26 _ Tp—
Ap AH,

b (5-22)

(5-23)
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and V,, the volume of 1 mole of gas, isreplaced by RT,/p°
to give

AT RT?2
—b_ —b (5-24)
Ap p°AH,
or
RT2 Ap
ATp = —2 5-25
b= AH, p° (5-25)

From equation (5-16), Ap/p1° = X,, and equation (5-25)
can be written as
2
b

RT,
ATy =
AH,
which providesamore exact equation withwhichto calculate
ATp.

Replacing the relative vapor pressure lowering Ap/p;°
by m/(1000/M;) according to the approximate expression
(5-16), inwhichw,/M; = m and w; = 1000 s, we obtain the
formula

X5 = kX (5-26)

RTZM;
ATh = — P "+
®~ 1000 AH,
Equation (5-27) provides aless exact expression with which
to calculate ATy,

For water at 100°C, we have T = 373.2 K, AH, = 9720
cal/mole, M1 = 18.02 g/mole, and R = 1.987 cal/mole deg.

Calculation of the Elevation Constant

m = kpm (5-27)

A 0.200 m aqueous solution of a drug gave a boiling point elevation
of 0.103°C. Calculate the approximate molal elevation constant for
the solvent, water. Substituting into equation (5-21) yields

_ AT, 0.103

Ky = = 222 _ 0,515 deg kg/mol
b= T T 0.200 €8 kg/mo’e

Theproportionality between AT, and themolality isexact
only at infinite dilution, at which the properties of real and
ideal solutions coincide. The ebullioscopic constant, Ky, of
a solvent can be obtained experimentally by measuring ATy,
at various molal concentrations and extrapolating to infinite
dilution (m = 0), as seen in Figure 5-7.

Depression of the Freezing Point

The normal freezing point or melting point of a pure com-
pound is the temperature at which the solid and the liquid
phases are in equilibrium under apressure of 1 atm. Equilib-
rium here means that the tendency for the solid to pass into
theliquid stateisthe sasme asthetendency for thereverse pro-
cess to occur, because both the liquid and the solid have the
same escaping tendency. The value Ty, shown in Figure 5-8,
for water saturated with air at this pressure is arbitrarily
assigned a temperature of 0°C. The triple point of air-free
water, at which solid, liquid, and vapor arein equilibrium, lies

1.00

08 Sucrose

0.6
A_Tb Urea
m o4l

0.2

0 1 1 1 1 1 J
0 1 2 3 4 5 6 7
Molal concentration

Fig. 5-7. The influence of concentration on the ebullioscopic
constant.

at apressure of 4.58 mm Hg and atemperature of 0.0098°C.
Itisnot identical with the ordinary freezing point of water at
atmospheric pressure but israther the freezing point of water
under the pressure of its own vapor. We shall use the triple
point in the following argument because the depression AT
here does not differ significantly from AT; at a pressure of
1atm. Thetwofreezing point depressionsreferredtoareillus-
trated in Figure 5-7. The ATy, of Figure 5-6 is also shown
in the diagram.

If asoluteisdissolved intheliquid at the triple point, the
escaping tendency or vapor pressure of the liquid solvent is
lowered below that of the pure solid solvent. The temperature
must drop to reestablish equilibrium between the liquid and
the solid. Because of thisfact, the freezing point of asolution
is always lower than that of the pure solvent. It is assumed
that the solvent freezes out in the pure state rather than as
asolid solution containing some of the solute. When such a
complication does arise, special calculations, not considered
here, must be used.

The more concentrated the solution, the farther apart are
the solvent and the solution curves in the diagram (see
Fig. 5-8) and the greater is the freezing point depression.
Accordingly, a situation exists analogous to that described

Solution-ice Pure
equilibrium water

\ Solution
f/

Pure water-pure
J ice equilibrium

. 760 A
@ 1
£ A0
E ||
o |
2 ||
¢ |
a. 458 L
1 1

Ay 2l

T To 0.0098 100 T

Temperature (°C)

Fig.5-8. Depression of the freezing point of the solvent, water, by a
solute (not to scale).
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Fig.5-9. Theinfluence of concentration on the cryoscopic constant
for water.

for the boiling point elevation, and the freezing point depres-
sion is proportional to the molal concentration of the solute.
The equationis

AT; = Kqm (5-28)
or
1000w,
AT = K 5-29
f WM, ( )

AT; is the freezing point depression, and K; is the molal
depression constant or the cryoscopic constant, which
depends on the physical and chemical properties of the
solvent.

The freezing point depression of a solvent is a function
only of the number of particles in the solution, and for this
reason it isreferred to as a colligative property. The depres-
sion of the freezing point, like the boiling point elevation, is
a direct result of the lowering of the vapor pressure of the
solvent. The value of Ks for water is 1.86. It can be deter-
mined experimentally by measuring AT;/m at several molal
concentrations and extrapolating to zero concentration. As
seen in Figure 5-9, K; approachesthe value of 1.86 for water
solutions of sucrose and glycerin as the concentrations tend
toward zero, and equation (5-28) isvalid only in very dilute
solutions. The apparent cryoscopic constant for higher con-
centrations can be obtained from Figure 5-9. For work in
pharmacy and biology, the K; value of 1.86 can be rounded
off to 1.9, which isgood approximation for practical usewith
aqueous solutions, where concentrations are usualy lower
than 0.1 M. The value of K; for the solvent in a solution
of citric acid is observed not to approach 1.86. This abnor-
mal behavior isto be expected when dealing with sol utions of
electrolytes. Their irrationality will beexplainedin Chapter 6,
and proper steps will be taken to correct the difficulty.

Kt canalso bederived from Raoult’slaw and the Clapeyron
equation. For water at its freezing point, T = 273.2 K, AH;
is 1437 cal/mole, and

«, _ 1987 (273.2)2 x 18.02
r= 1000 x 1437

= 1.86deg kg/mole

The cryoscopic constants, together with the ebullioscopic
constants, for some solvents at infinite dilution are given in
Table 5-4.

Calculation of Freezing Point

What is the freezing point of a solution containing 3.42 g of sucrose
and 500 g of water? The molecular weight of sucrose is 342. In this
relatively dilute solution, Kt is approximately equal to 1.86. We have

1
AT = Km = K 000wy
W1M2
1000 x 3.42
Al =186 X —00= 342
AT; = 0.037°C

Therefore, the freezing point of the aqueous solution is —0.037°C.

EXAMPLE 5-12|

Freezing Point Depression

What is the freezing point depression of a 1.3 m solution of sucrose
in water?

From the graph in Figure 5-8, one observes that the cryoscopic
constant at this concentration is about 2.1 rather than 1.86. Thus,
the calculation becomes

AT, = Kf x m = 2.1 x 1.3 = 2.73°C

Osmotic Pressure

If cobalt chlorideis placed in aparchment sac and suspended
in abeaker of water, the water gradually becomes red as the
solute diffuses throughout the vessel. In this process of diffu-
sion, both the solvent and the solute molecules migrate freely.
On the other hand, if the solution is confined in a membrane
permeable only to the solvent molecules, the phenomenon
known as osmosis (Greek: “apush or impulse”)* occurs, and
the barrier that permits only the molecules of one of the com-
ponents (usually water) to passthroughisknown asasemiper-
meable membrane. A thistle tube over the wide opening of
which is stretched a piece of untreated cellophane can be
used to demonstrate the principle, as shown in Figure 5-10.
The tube is partly filled with a concentrated solution of
sucrose, and the apparatus is lowered into a beaker of water.
The passage of water through the semipermeable membrane
into the solution eventually creates enough pressure to drive
the sugar solution up the tube until the hydrostatic pressure of
the column of liquid equals the pressure causing the water to
pass through the membrane and enter the thistle tube. When
this occurs, the solution ceasesto risein the tube. Osmosisis
therefore defined as the passage of the solvent into a solution
through a semipermeable membrane. This process tends to
equalize the escaping tendency of the solvent on both sides of
the membrane. Escaping tendency can be measured in terms
of vapor pressure or the closely related colligative property
osmotic pressure. It should be evident that osmosis can also
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Fig. 5-10. Apparatus for demonstrating osmosis.

take place when a concentrated solution is separated from a
less concentrated solution by a semipermeable membrane.

Osmosis in some cases is believed to involve the passage
of solvent through the membrane by a distillation process or
by dissolving in the material of the membrane in which the
soluteisinsoluble. In other cases, the membrane may act as
asieve, having apore size sufficiently large to allow passage
of solvent but not of solute molecules.

In either case, the phenomenon of osmosis depends on the
fact that the chemical potential (athermodynamic expression
of escaping tendency) of a solvent molecule in solution is
less than exists in the pure solvent. Solvent therefore passes

)
«Aqueous
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’
w | T
J _J\
[ g )
|1
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2
L
_ % [/
| -
%
- ]
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(water) \. ” /
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spontaneously into the solution until the chemical potentials
of solvent and solution are equal. The system is then at equi-
librium. It may be advantageous for the student to consider
osmosisin termsof the following sequence of events. (a) The
addition of a nonvolatile solute to the solvent forms a solu-
tion inwhich the vapor pressure of the solvent isreduced (see
Raoult’s law). (b) If pure solvent is now placed adjacent to
the solution but separated from it by a semipermeable mem-
brane, solvent molecules will pass through the membrane
into the solution in an attempt to dilute out the solute and
raise the vapor pressure back to its original value (namely,
that of the original solvent). (¢) The osmotic pressure that is
set up as aresult of this passage of solvent molecules can be
determined either by measuring the hydrostatic head appear-
ing in the solution or by applying aknown pressure that just
balances the osmotic pressure and prevents any net move-
ment of solvent molecules into the solution. The latter isthe
preferred technique. The osmotic pressure thus obtained is
proportional to the reduction in vapor pressure brought about
by the concentration of solute present. Becausethisisafunc-
tion of the molecular weight of the solute, osmotic pressureis
acolligative property and can be used to determine molecule
weights.

An osmotic pressure osmometer (Fig. 5-11) is based on
the same principle as the thistle tube apparatus shown in
Figure 5-10. Once equilibrium has been attained, the height
of the solution in the capillary tube on the solution side of
the membrane is greater by the amount h than the height in

«—Filling tube

Agqueous
solution;
solvent + solute

Fig. 5-11. Osmotic pressure osmometer.
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the capillary tube on the solvent (water) side. The hydrostatic
head, h, isrelated to the osmotic pressure through the expres-
sion osmotic pressurer (atm) = Height h x Solution density
p x Gravity acceleration. The two tubes of large bore are for
filling and discharging the liquids from the compartments of
the apparatus. The height of liquid in these two large tubes
does not enter into the calculation of osmotic pressure. The
determination of osmotic pressureisdiscussed in some detail
in the next section.

Measurement of Osmotic Pressure

The osmotic pressure of the sucrose solution referred to in
thelast sectionisnot measured conveniently by observing the
height that the solution attainsin the tube at equilibrium. The
concentration of the final solution is not known because the
passage of water into the solution dilutesit and altersthe con-
centration. A more exact measure of the osmotic pressure of
the undiluted solution is obtained by determining the excess
pressure on the solution side that just prevents the passage of
solvent through the membrane. Osmotic pressure is defined
asthe excess pressure, or pressure greater than that above the
pure solvent, that must be applied to the solution to prevent
the passage of the solvent through a perfect semipermeable
membrane. In this definition, it is assumed that a semiper-
meable sac containing the solution isimmersed in the pure
solvent.

In 1877, the botanist Wilhelm Pfeffer measured the
osmotic pressure of sugar solutions, using a porous
cup impregnated with a deposit of cupric ferrocyanide,
CuFe(CN)g, as the semipermeable membrane. The appara-
tus was provided with a manometer to measure the pressure.
Although many improvements have been made through the
years, including the attachment of sensitive pressure trans-
ducers to the membrane that can be electronically ampli-
fied to produce a signal,® the direct measurement of osmotic
pressure remains difficult and inconvenient. Nevertheless,
osmotic pressure is the colligative property best suited to
the determination of the molecular weight of polymers such
as proteins.

van't Hoff and Morse Equations
for Osmotic Pressure

In 1886, Jacobus van't Hoff recognized in Pfeffer’s data pro-
portionality between osmotic pressure, concentration, and
temperature, suggested a relationship that corresponded to
the equation for an ideal gas. van't Hoff concluded that there
was an apparent analogy between solutions and gases and
that the osmotic pressurein adilute solution was equal to the
pressurethat the solute woul d exert if it were agas occupying
the same volume. The equation is

7V =nRT (5-30)

where 7 is the osmotic pressure in atm, V is the volume of
the solution in liters, n is the number of moles of solute, R
is the gas constant, equal to 0.082 liter atm/mole deg, and T
is the absolute temperature.

The student should be cautioned not to take van't Hoff’s
analogy too literally, for it leads to the belief that the solute
molecules “produce’ the osmotic pressure by exerting pres-
sureon the membrane, just as gas molecules create apressure
by striking the walls of avessel. It is more correct, however,
to consider the osmotic pressure asresulting from therel ative
escaping tendencies of the solvent moleculeson thetwo sides
of the membrane. Actually, equation (5-30) isalimiting law
applying to dilute solutions, and it simplifies into this form
from a more exact expression [equation (5-36)] only after
introducing a number of assumptions that are not valid for
real solutions.

Calculating the Osmotic Pressure of a Sucrose Solution

One gram of sucrose, molecular weight 342, is dissolved in 100 mL
of solution at 25°C. What is the osmotic pressure of the solution?
We have

1.0
les of = — =0.0029
Moles of sucrose 342 0.00:

7 X 0.10 = 0.0029 x 0.082 x 298
7 = 0.71atm

Equation (5-30), thevan't Hoff equation, can beexpressed
as

n
n = 7RT = cRT (5-31)

where c is the concentration of the solute in moles/liter
(molarity). Morse and others have shown that when the con-
centration isexpressed in molality rather than in molarity, the
results compare more nearly with the experimental findings.
The Morse equation is

7 =RTm (5-32)

Thermodynamics of Osmotic Pressure
and Vapor Pressure Lowering

Osmotic pressure and the lowering of vapor pressure, both
colligative properties, are inextricably related, and this rela-
tionship can be obtained from certain thermodynamic con-
siderations.

We begin by considering a sucrose solution in the right-
hand compartment of the apparatus shown in Figure 5-12
and the pure solvent—water—in the left-hand compartment.
A semipermeable membranethrough which water molecules,
but not sucrose molecules, can pass separates the two com-
partments. It is assumed that the gate in the air space con-
necting the solutions can be shut during osmosis. The exter-
nal pressure, say 1 atm, above the pure solvent is P, and the
pressure on the solution, provided by the piston in Figure
5-12 and needed to maintain equilibrium, is P. The differ-
ence between the two pressures at equilibrium, P — Py, or
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Fig. 5-12. Apparatus for demonstrating the relationship between
osmotic pressure and vapor pressure lowering.

the excess pressure on the solution just required to prevent
passage of water into the solution is the osmotic pressure .

Let us now consider the aternative transport of water
through the air space above the liquids. Should the mem-
brane be closed off and the gatein the air space opened, water
molecules would pass from the pure solvent to the solution
by way of the vapor state by a distillation process. The space
above the liquids actually serves as a* semipermeable mem-
brane,” just as does the real membrane at the lower part of
the apparatus. The vapor pressure p° of water in the pure
solvent under the influence of the atmospheric pressure Pq
is greater than the vapor pressure p of water in the solution
by an amount p° — p = Ap. To bring about equilibrium, a
pressure P must be exerted by the piston on the solution to
increase the vapor pressure of the solution until it is equal to
that of the pure solvent, p°. The excess pressure that must be
applied, P — Py, isagain the osmoatic pressure . The opera-
tion of such an apparatus thus demonstrates the relationship
between osmotic pressure and vapor pressure lowering.

By following this analysis further, it should be possible
to obtain an equation relating osmotic pressure and vapor
pressure. Observe that both the osmosis and the distillation
process are based on the principle that the escaping tendency
of water in the pure solvent is greater than that in the solu-
tion. By application of an excess pressure, P — P, = 77, on
the solution side of the apparatus, it is possible to make the
escaping tendencies of water in the solvent and solution iden-
tical. A state of equilibriumis produced; thus, the free energy
of solvent on both sides of the membrane or on both sides of
the air space is made equal, and AG = 0.

To relate vapor pressure lowering and osmotic pressure,
we must obtain the free energy changesinvolvedin (a) trans-
ferring 1 mole of solvent from solvent to solution by adistil-
lation process through the vapor phase and (b) transferring 1
mol e of solvent from solvent to solution by osmosis. We have

@ p

AG =RT In (5-33)

o

astheincrease in free energy at constant temperature for the
passage of 1 mole of water to the solution through the vapor
phase, and

(b) AG =—-Vi(P - P,))=—Vir (5-34)

as the increase in free energy at a definite temperature for
the passage of 1 mole of water into the solution by osmosis.
In equation (5-34), V1 is the volume of 1 mole of solvent,
or, more correctly, it is the partial molar volume, that is, the
change in volume of the solution on the addition of 1 mole
of solvent to alarge quantity of solution.

Setting equations (5-33) and (5-34) equal gives
p

—7V1=RT In— (5-35)
and eliminating the minus sign by inverting the logarithmic
termyields
RT °
T=— |np—
Vi p
Equation (5-36) isamore exact expression for osmotic pres-
sure than are equations (5-31) and (5-32), and it applies to
concentrated as well as dilute solutions, provided that the
vapor follows theideal gaslaws.
The simpler equation (5-32) for osmotic pressure can be
obtained from equation (5-36), assuming that the solution
obeys Raoult’s law,

(5-36)

p=pXs (5-37)
% = X;=1- X, (5-38)
Equation (5-36) can thus be written
7Vi=—RT In(l—Xy) (5-39)
and In(1 — X,) can be expanded into a series,
2 3 n
In(l—X2)=—X2—&—§- —& (5-40)

2 3 2
When X is small, that is, when the solution is dilute, all
termsin the expansion beyond thefirst may be neglected, and
In(1— X3) = —X», (5-41)

so that

7V = RTX, (5-42)

For adilute solution, X, equals approximately the mole ratio
n,/ny, and equation (5-42) becomes

~ N2

 mVq

wheren;Vy, the number of molesof solvent multiplied by the
volume of 1 mole, is equal to the total volume of solvent V
in liters. For adilute aqueous sol ution, the equation becomes

RT (5-43)

n
7= VZRT =RTm (5-44)

which isMorse's expression, equation (5-32).
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Compute 7

Compute 7 for a 1 m aqueous solution of sucrose using both equa-
tion (5-32) and the more exact thermodynamic equation (5-36). The
vapor pressure of the solution is 31.207 mm Hg and the vapor pres-
sure of water is 31.824 mm Hg at 30.0°C. The molar volume of water
at this temperature is 18.1 cm?/mole, or 0.0181 liter/mole.

(a) By the Morse equation,

7 = RTm = 0.082 x 303 x 1
7 = 24.8atm

(b) By the thermodynamic equation,

RT  p°
w™=—1In r
Vi p
0.082 x 303 31.824
— D02 X TR 23031
0.0181 %8 31.207
= 27.0 atm

The experimental value for the osmotic pressure of a 1 m solution
of sucrose at 30°C is 27.2 atm.

MOLECULAR WEIGHT DETERMINATION

Thefour colligative propertiesthat have been discussedinthis
chapter—vapor pressure lowering, freezing point lowering,
boiling point elevation, and osmotic pressure—can be used to
calculate the molecular weights of nonelectrolytes present as
solutes. Thus, thelowering of the vapor pressure of asolution
containing a nonvolatile solute depends only on the mole
fraction of the solute. This allows the molecular weight of
the solute to be calculated in the following manner.

Because the mole fraction of solvent, n; = w;/M;, and
the mole fraction of solute, n, = w,/Ms, in which w; and w,
are the weights of solvent and solute of molecular weights
M3 and M, respectively, equation (5-15) can be expressed as

P1° — p1 __ N wo/Ma
p1° ng+nz  (Wi/Mg) + (W2/My)

(5-45)

Indilute solutionsin whichw, /M, isnegligible compared
withwy /My, theformer term may be omitted from the denom-
inator, and the equation simplifiesto

Ap _ w2/Mp
p1°  wi/Mg

(5-46)

The molecular weight of the solute M, is obtained by rear-

ranging equation (5-46) to

M o
M, = “2iPL (5-47)
W1Ap

Themolecular weight of anonvolatile solute can similarly
be determined from the boiling point elevation of the solu-
tion. Knowing K, the molal elevation constant, for the sol-
vent and determining Ty, the boiling point elevation, one can

calculate the molecular weight of a nonelectrolyte. Because
1000w, /w; is the weight of solute per kilogram of solvent,
molality (moles/kilogram of solvent) can be expressed as

M 1000w
m=Y2/Mz 000 = 2 (5-48)
W1 wiM,
and
ATy, = Kgm (5-49)
Then,
1000w,
AT, =K 5-50
b b WM, (5-50)
or
1000w,
M, = K 5-51
2 b WA, (5-51)
[ EXAMPLE 5-15|

Determination of the Molecular Weight of Sucrose by Boiling
Point Elevation

A solution containing 10.0 g of sucrose dissolved in 100 g of water
has a boiling point of 100.149°C. What is the molecular weight of
sucrose? We write

1000 x 10.0

Mz = 051X 100 % 0.149
= 342 g/mole

As shown in Figure 5-8, the lowering of vapor pressure
arising from the addition of a nonvolatile solute to a solvent
results in a depression of the freezing point. By rearranging
equation (5-29), we obtain

(5-52)

where w; is the number of grams of solute dissolved in w;
grams of solvent. It isthus possibleto cal culate the molecular
weight of the solute from cryoscopic data of this type.

EXAMPLE 5-16|

Calculating Molecular Weight Using Freezing
Point Depression

The freezing point depression of a solution of 2.000 g of 1,3-
dinitrobenzene in 100.0 g of benzene was determined by the equilib-
rium method and was found to be 0.6095°C. Calculate the molecular
weight of 1,3-dinitrobenzene. We write

1000 x 2.000

My =512 X 576095 % 100.0

= 168.0 g/mole

The van't Hoff and Morse equations can be used to cal cu-
late the molecular weight of solutes from osmotic pressure
data, provided the solution is sufficiently dilute and ideal.
The manner in which osmotic pressure is used to calculate
the molecular weight of colloidal materials is discussed in
Chapter 17.
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Determining Molecular Weight by Osmotic Pressure

Fifteen grams of a new drug dissolved in water to yield 1000 mL
of solution at 25°C was found to produce an osmotic pressure of
0.6 atm. What is the molecular weight of the solute? We write

(5-53)

where ¢ is in g/liter of solution. Thus,

15 x0.0821 x 298
™= A

or

15 %2445

h = 0.6 = 612 g/mole

Choice of Colligative Properties

Each of thecalligative propertiesseemsto have certain advan-
tages and disadvantages for the determination of molecular
weights. The boiling point method can be used only when the
solute is nonvolatile and when the substance is not decom-
posed at boiling temperatures. The freezing point method is
satisfactory for solutions containing volatile solutes, such as
alcohol, because the freezing point of a solution depends on
the vapor pressure of the solvent alone. The freezing point
method is easily executed and yields results of high accuracy
for solutions of small molecules. It is sometimes inconve-
nient to use freezing point or boiling point methods, however,
because they must be carried out at definite temperatures.
Osmotic pressure measurements do not have this disadvan-
tage, and yet the difficulties inherent in this method pre-
clude its wide use. In summary, it may be said that the
cryoscopic and newer vapor pressuretechniquesarethemeth-
ods of choice, except for high polymers, in which instance
the osmotic pressure method is used.

Because the colligative properties are interrelated, it
should be possible to determine the value of one property
from knowledge of any other. Therelationship between vapor
pressure lowering and osmotic pressure has already been
shown. Freezing point depression and osmotic pressure can
be related approximately as follows. The molaity from the
equation m = AT;/K; is substituted in the osmotic pressure
equation, w = RTm, to give, a 0°C,

w=RTLT = oA (5-54)
or
7 = 12AT (5-55)
Lewis® suggested the equation
7 =12.06 AT; — 0.021AT? (5-56)

which gives accurate results.
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APPROXIMATE EXPRESSIONS FOR THE

COLLIGATIVE PROPERTIES

Colligative Proportionality Constant

Property Expression in Aqueous Solution

Vapor pressure Ap =0.018 p;°m 0.018 p;° = 0.43 at 25°C
lowering =0.083at0°C

Boiling point ATy = Kym Kp = 0.51
elevation

Freezing point  AT¢ = Kim Ki = 1.86
depression

Osmotic 7 =RTm RT =244 4a 25°C
pressure =224a0°C

EXAMPLE 5-18

Osmotic Pressure of Human Blood Serum

A sample of human blood serum has a freezing point of —0.53°C.
What is the approximate osmotic pressure of this sample at 0°C?
What is its more accurate value as given by the Lewis equation? We
write

7 = 12 x 0.53 = 6.36 atm
7 = 12.06 x 0.53 — 0.021(0.53)* = 6.39 atm

Table 5-5 presents the equations and their constants in
summary form. All equations are approximate and are useful
only for dilute solutionsin which the volume occupied by the
solute is negligible with respect to that of the solvent.

CHAPTER SUMMARY

This chapter focused on an important pharmaceutical mix-
ture known as a molecular dispersion or true solution.
Nine types of solutions, classified according to the statesin
which the solute and solvent occur, were defined. The con-
centration of a solution was expressed in two ways. either in
termsof the quantity of solutein adefinite volume of solution
or as the quantity of solute in a definite mass of solvent or
solution. You should be able to calculate molarity, normal-
ity, molality, molefraction, and percentage expressions. |deal
and real solutionswere described using Raoult’'sand Henry’s
laws. Finally, the colligative properties of solutions (osmotic
pressure, vapor pressure lowering, freezing point depression,
and boiling point elevation) were described. Colligative prop-
erties depend mainly on the number of particlesin asolution
and are approximately the same for equal concentrations of
different nonelectrolytesin solution regardless of the species
or chemical nature of the constituents.
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BB EIECTROLYTE SOLUTIONS

At the conclusion of this chapter
CHAPTER OBJECTIVES the student should be able to':)
El Understand the important properties of solutions of
electrolytes.
B Understand and apply Faraday's law and €lectrolytic
conductance.
[ Calculatethe conductance of solutions, the equivalent con-
ductance, and the equival ent conductance of el ectrolytes.
Il Compare and contrast the colligative properties of elec-
trolytic solutions and concentrated sol utions of nonelec-
trolytes.

H Apply the Arrhenius theory of electrolytic dissociation.
@ Apply the theory of strong electrolytes; for example,
calculate degree of dissociation, activity coefficients, and
So on.

Cdculateionic strength.

Calculate osmotic coefficients, osmolality, and osmo-
larity.

Understand the differences between osmolality and
osmolarity.

o] |

The first satisfactory theory of ionic solutions was that
proposed by Arrheniusin 1887. Thetheory wasbased largely
on studies of electric conductance by Kohlrausch, colligative
properties by van't Hoff, and chemical properties such as
heats of neutralization by Thomsen. Arrhenius! was able to
bring together the results of these diverse investigationsinto
a broad generalization known as the theory of electrolytic
dissociation.

Although the theory proved quite useful for describ-
ing weak electrolytes, it was soon found unsatisfactory
for strong and moderately strong electrolytes. Accordingly,
many attempts were made to modify or replace Arrhenius's
ideaswith better ones, andfinally, in 1923, Debye and Hiickel
put forth anew theory. It isbased on the principlesthat strong
electrolytes are completely dissociated into ionsin solutions
of moderate concentration and that any deviation from com-
plete dissociation is due to interionic attractions. Debye and
Huckel expressed the deviationsin terms of activities, activ-
ity coefficients, and ionic strengths of electrolytic solutions.
Thesequantities, which had beenintroduced earlier by Lewis,
arediscussed in thischapter together with thetheory of interi-
onic attraction. Other aspects of modern ionic theory and the
relationships between electricity and chemical phenomena
are considered in following chapters.

This chapter beginswith adiscussion of some of the prop-
erties of ionic solutions that led to the Arrhenius theory of
electrolytic dissociation.

PROPERTIES OF SOLUTIONS OF ELECTROLYTES

Electrolysis

When, under a potential of several volts, a direct electric
current (dc) flows through an electrolytic cell (Fig. 6-1), a
chemical reaction occurs. The process is known as electrol-
ysis. Electrons enter the cell from the battery or generator

at the cathode (road down); they combine with positive ions
or cations in the solution, and the cations are accordingly
reduced. Thenegativeions, or anions, carry electronsthrough
the solution and discharge them at the anode (road up), and
theanionsareaccordingly oxidized. Reduction istheaddition
of electronsto a chemical species, and oxidation is removal
of electrons from a species. The current in a solution con-
sists of aflow of positive and negative ions toward the elec-
trodes, whereas the current in a metallic conductor consists
of aflow of free electrons migrating through a crystal lattice
of fixed positiveions. Reduction occurs at the cathode, where
electrons enter from the external circuit and are added to a
chemical speciesin solution. Oxidation occurs at the anode,
where the electrons are removed from a chemical speciesin
solution and go into the external circuit.

In the electrolysis of a solution of ferric sulfate in a cell
containing platinum electrodes, a ferric ion migrates to the
cathode, where it picks up an electron and is reduced:

Fe*t 4+ e = Fe?t (6-1)

The sulfate ion carries the current through the solution to
the anode, but it is not easily oxidized; therefore, hydroxyl
ions of thewater are converted into molecular oxygen, which
escapes at theanode, and sulfuric acidisfound in the solution
around the electrode. The oxidation reaction at the anodeis

OH™ = %Oz + %H20+ e

Platinum el ectrodes are used here becausethey do not pass
into solution to any extent. When attackable metals, such as
copper or zinc, are used asthe anode, their atomstend to lose
electrons, and the metal passesinto solution asthe positively
charged ion.

In the electrolysis of cupric chloride between platinum
electrodes, the reaction at the cathode is

(6-2)

1, 1
50U +e=_Cu (6-3)
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Battery
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Cations (+)—1>

K ~——Current direction—> J

Fig. 6-1. Electrolysis in an electrolytic cell.

whereas at the anode, chloride and hydroxyl ions are con-
verted, respectively, into gaseous molecules of chlorine and
oxygen, which then escape. In each of these two examples,
the net result is the transfer of one electron from the cathode
to the anode.

Transference Numbers

It should be noted that the flow of el ectrons through the solu-
tion from right to left in Figure 6-1 is accomplished by the
movement of cationsto the right aswell asanionsto theleft.
The fraction of total current carried by the cations or by the
anions is known as the transport or transference number t.
ort_:

_ Current carried by cations
T Total current

_ Current carried by anions
Total current

(6-4)

_ (6-5)
The sum of the two transference numbersis obviously equal
to unity:
tL+t.=1 (6-6)
The transference numbers are related to the velocities of
theions, thefaster-movingion carrying the greater fraction of
current. Thevelocitiesof theionsin turn depend on hydration
as well as ion size and charge. Hence, the speed and the
transference numbersare not necessarily thesamefor positive
and for negative ions. For example, the transference number
of the sodium ion in a 0.10 M solution of NaCl is 0.385.
Because it is greatly hydrated, the lithium ion in 2 0.10 M
solution of LiCl moves more slowly than the sodiumion and
hence has a lower transference number, 0.317.

(- NI INTAE FARADAY'S LAWS

In 1833 and 1834, Michael Faraday announced his famous
laws of electricity, which may be summarized in the state-
ment, the passage of 96,500 coulombs of electricity through
a conductivity cell produces a chemical change of 1 g equiv-
alent weight of any substance. The quantity 96,500 is known
as the faraday, F. The best estimate of the value today is
9.648456 x 10* coulombs/gram equivalent.

Electrical Units

According to Ohm'’s law, the strength of an electric current
| in amperes flowing through a metallic conductor is related
to the difference in applied potentia or voltage E and the
resistance R in ohms, as follows:

R

Thecurrent strength | istherate of flow of current or the quan-
tity Q of electricity (electronic charge) in coulombs flowing
per unit time:

(6-7)

% (6-8)

and

Quantity of electric charge, Q

= Current, I x Time, t  (6-9)

The quantity of electric charge is expressed in coulombs
(1 coulomb = 3 x 10° electrostatic units of charge, or esu),
the current in amperes, and the electric potentia in volts.

Electric energy consists of an intensity factor, electromo-
tive force or voltage, and a quantity factor, coulombs.

Electricenergy = E x Q (6-10)

Faraday’s Laws

A univalent negativeion is an atom to which a valence elec-
tron has been added; a univalent positive ion is an atom from
which an electron has been removed. Each gram equivalent
of ions of any electrolyte carries Avogadro’s number (6.02 x
10?3) of positive or negative charges. Hence, from Faraday’s
laws, the passage of 96,500 coulombs of electricity results
in the transport of 6.02 x 10?3 electrons in the cell. One
faraday isan Avogadro’s number of electrons, corresponding
to the mole, which is an Avogadro’'s number of molecules.
The passage of 1 faraday of electricity causesthe electrolytic
deposition of thefollowing number of gram atomsor “moles’
of variousions: 1Ag*, 1 Cu™, %, Cu®t, % Fe**, Fe**. Thus,
the number of positive charges carried by 1 g equivalent of
Fe*t is6.02 x 102, but the number of positive charges car-
ried by 1 g atom or 1 mole of ferricionsis 3 x 6.02 x 10%.
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Faraday’s laws can be used to compute the charge on an
electron in the following way. Because 6.02 x 10% electrons
are associated with 96,500 coulombs of electricity, each el ec-
tron has a charge e of

96,500 coulombs
©6.02 x 102

= 1.6 x 10~*° coulomb (6-11)
and because 1 coulomb = 3 x 10° esu,
e = 4.8 x 1079 electrostatic unit of charge ~ (6-12)

Electrolytic Conductance

The resistance, R, in ohms of any uniform metallic or elec-
trolytic conductor is directly proportional to its length, I, in
cm and inversely proportional to its cross-sectional area, A,
in cm2,
R_ 1
where p is the resistance between opposite faces of a 1-cm
cube of the conductor and isknown asthe specific resistance.
The conductance, C, isthe reciprocal of resistance,
1
C=-—
R
and hence can be considered as a measure of the ease with
which current can pass through the conductor. It is expressed
in reciprocal ohms or mhos. From equation (6—13):
1 1A
C=—=—— 6-15
R™ 51 (6-15)
The specific conductance « is the reciprocal of specific
resistance and is expressed in mhos/cm:
1
K = —
0
It isthe conductance of a solution confined in acube 1 cmon
an edge as seen in Figure 6-2. The relationship between

(6-13)

(6-14)

(6-16)

Electrodes
© o
1cm— —
_qiliipe
© ~vor— L= ®
A
V=1cms3

Volume containing
one equivalent
of solute

Specific conductance, «

Fig. 6-2. Relationship between specific conductance and equiva-
lent conductance.

Mercury Variable condenser

L s

Electrode
Cell L, ’ R,
b Etecm\r,vvvv\, c
R, d R,
2 Oscillator

Fig. 6-3. Wheatstone bridge for conductance measurements.

specific conductance and conductance or resistance is
obtained by combining equations (6-15) and (6-16):
11

1
—C- ===
“TYA

== (6-17)

Measuring the Conductance of Solutions

The Wheatstone bridge assembly for measuring the conduc-
tance of a solution is shown in Figure 6-3. The solution of
unknown resistance Ry is placed in the cell and connected in
the circuit. The contact point is moved along the slide wire
bc until at some point, say d, no current from the source
of alternating current (oscillator) flows through the detector
(earphonesor oscilloscope). When the bridgeis bal anced, the
potential at a isequal to that at d, the sound in the earphones
or the oscillating pattern on the oscilloscopeisat aminimum,
and the resistances Rs, Ry, and R, are read. In the balanced
state, the resistance of the solution Ry is obtained from the
equation

Ry = Ry 1L

X — S R_2

The variable condenser across resistance Ry is used to

produce a sharper balance. Some conductivity bridges are

calibrated in conductance as well as resistance values. The

electrodes in the cell are platinized with platinum black by

electrolytic deposition so that catalysis of the reaction will

occur at the platinum surfaces and formation of a noncon-
ducting gaseous film will not occur on the electrodes.

Water that iscarefully purified by redistillationin the pres-
ence of alittle permanganate is used to prepare the solutions.
Conductivity water, asit iscalled, has a specific conductance
of about 0.05 x 10~® mho/cm at 18°C, whereas ordinary
distilled water has a value somewhat greater than 1 x 10°
mho/cm. For most conductivity studies, “equilibrium water”
containing CO, from the atmosphere is satisfactory. It has a
specific conductance of about 0.8 x 10~ mho/cm.

The specific conductance, «, is computed from the resis-
tance, Ry, or conductance, C, by use of equation (6-17). The
quantity 1/A, the ratio of distance between electrodes to the
areaof theelectrode, hasadefiniteval uefor each conductance

(6-18)
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cell; itisknown asthe cell constant, K. Equation (6-17) thus
can be written as

x = KC = K/R (6-19)
(The subscript x is no longer needed on R and is therefore
dropped.) It would be difficult to measurel and A, but itisa
simple matter to determine the cell constant experimentally.
The specific conductance of several standard solutions has
been determined in carefully calibrated cells. For example, a
solution containing 7.45263 g of potassium chloridein1000g
of water has a specific conductance of 0.012856 mho/cm at
25°C. A solution of this concentration contains 0.1 mole of
salt per cubic decimeter (100 cm?®) of water and is known
as a0.1-demal solution. When such a solution is placed in a
cell and the resistance is measured, the cell constant can be
determined by use of equation (6-19).

Calculating K

A 0.1-demal solution of KCI was placed in a cell whose constant K
was desired. The resistance R was found to be 34.69 ohms at 25°C.
Thus,

K = kR = 0.012856 mho/cm X 34.69 ohms
= 0.4460 cm™!

Calculating Specific Conductance

When the cell described in Example 6-1 was filled with a 0.01 N
Na, SOy solution, it had a resistance of 397 ohms. What is the specific
conductance? We write

K _ 0.4460

== = =1.1234 x 103 mh
R 397 34 x 10™° mho/cm

Equivalent Conductance

To study the dissociation of moleculesintoions, independent
of the concentration of the electrolyte, it is convenient to use
equivalent conductance rather than specific conductance. All
solutes of equal normality produce the same number of ions
when completely dissociated, and equivalent conductance
measures the current-carrying capacity of this given number
of ions. Specific conductance, on the other hand, measures
the current-carrying capacity of al ionsin a unit volume of
solution and accordingly varies with concentration.
Equivalent conductance A is defined as the conductance
of a solution of sufficient volume to contain 1 g equivalent
of the solute when measured in acell in which the electrodes
are spaced 1 cm apart. The equivalent conductance A at
a concentration of ¢ gram equivalents per liter is calculated
fromtheproduct of the specific conductancex and thevolume
V in cm?® that contains 1 g equivalent of solute. The cell may
be imagined as having electrodes 1 cm apart and to be of

sufficient area so that it can contain the solution. The cell is
shown in Figure 6-2. We have

_1000cm?/liter 1000
- cEgliter

The equivalent conductance is obtained when «, the con-
ductance per cm? of solution (i.e., the specific conductance),
ismultiplied by V, thevolumein cm? that contains 1 g equiva-
lent weight of solute. Hence, the equivalent conductance, A,
expressed in units of mho cm?/Eq, is given by the expression

cm/Eq  (6-20)

Ac=Kk xV

1000«

== mho cm7Eq (6-21)

If the solution is0.1 N in concentration, then the volume
containing 1 g equivalent of the solute will be 10,000 cm?,
and, according to equation (6-21), the equivalent conduc-
tance will be 10,000 times as great as the specific conduc-
tance. Thisis seen in the following example.

Specific and Equivalent Conductance

The measured conductance of a 0.1 N solution of a drug is 0.0563
ohm at 25°C. The cell constant at 25°C is 0.520 cm~!. What is the
specific conductance and what is the equivalent conductance of the
solution at this concentration? We write

Kk = 0.0563 x 0.520 = 0.0293 mho/cm
A: = 0.0293 x 1000/0.1
= 293 mho cm¥Eq

Equivalent Conductance of Strong
and Weak Electrolytes

Asthe solution of a strong electrolyte is diluted, the specific
conductance « decreases because the number of ionsper unit
volume of solution is reduced. It sometimes goes through
a maximum before decreasing. Conversely, the equivalent
conductance A of asolution of a strong electrolyte steadily
increases on dilution. The increase in A with dilution is
explained asfollows. Thequantity of electrolyteremainscon-
stant at 1 g equival ent according to the definition of equivalent
conductance; however, the ions are hindered less by their
neighbors in the more dilute solution and hence can move
faster. The equivalent conductance of aweak electrolyte also
increases on dilution, but not as rapidly at first.

Kohlrausch was one of thefirst investigatorsto study this
phenomenon. He found that the equivalent conductance was
alinear function of the square root of the concentration for
strong electrolytesin dilute solutions, asillustrated in Figure
6—4. The expression for A, the equivalent conductance at a
concentration ¢ (Eg/L), is

Ac= Ay —byC

where Ag istheintercept on the vertical axisand isknown as
the equivalent conductance at infinite dilution. The constant

(6-22)
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Fig. 6-4. Equivalent conductance of strong and weak electrolytes.

b isthe slope of the line for the strong electrolytes shown in
Figure 6-4.

When the equivalent conductance of a weak electrolyte
is plotted against the square root of the concentration, as
shown for acetic acid in Figure 64, the curve cannot be
extrapolated to alimiting value, and A must be obtained by
amethod such asisdescribed in thefollowing paragraph. The
steeply rising curvefor acetic acid resultsfromthefact that the
dissociation of weak electrolytes increases on dilution, with
alargeincreasein the number of ions capable of carrying the
current.

Kohlrausch concluded that the ions of all electrolytes
begin to migrate independently as the solution is diluted;
the ions in dilute solutions are so far apart that they do not
interact in any way. Under these conditions, Ag isthe sum of
the equivalent conductances of the cations I.° and the anions
1.0 at infinite dilution

AO == ICO + Iao (6—23)

Based on this law, the known Aq values for certain elec-
trolytes can be added and subtracted to yield Aq for the
desired weak €electrolyte. The method is illustrated in the
following example.

EXAMPLE 6-4

Equivalent Conductance of Phenobarbital

What is the equivalent conductance at infinite dilution of the weak
acid phenobarbital? The A, of the strong electrolytes HCI, sodium
phenobarbital (NaP), and NaCl are obtained from the experimental
results shown in Figure 6-4. The values are Ag nci = 426.2, Agnap
=73.5, and Agpnaci = 126.5 mho cm?/Eq.

Now, by Kohlrausch’s law of the independent migration of ions,

Aowp =1lf, +1p

and
Ao, ue1+ Ao, NaP — Ao, Nact = By HE - + Ry 15— Ry — 1
which, on simplifying the right-hand side of the equation, becomes
Ao uct + Ao, Nap — Ao Nact =y, + 1B
Therefore,
Ao, up = Ao, a1 + Ao, Nap — Ao, Naci
and

Aoup = 4262 +73.5 — 126.5
= 373.2mho cm?/Eq

Colligative Properties of Electrolytic Solutions and
Concentrated Solutions of Nonelectrolytes

As stated in the previous chapter, van't Hoff observed that
theosmotic pressure, 7, of dilute solutionsof nonel ectrolytes,
such as sucrose and urea, could be expressed satisfactorily by
the equation 7 = RT, [equation (5-34)], where R is the gas
constant, T istheabsol utetemperature, and ¢ isthe concentra-
tion in moleg/liter. van't Hoff found, however, that solutions
of electrolytes gave osmotic pressures approximately two,
three, and more times larger than expected from this equa-
tion, depending on the electrolyte investigated. Introducing
a correction factor i to account for the irrational behavior of
ionic solutions, he wrote

7 =IiRTc (6-24)

By the use of this equation, van't Hoff was able to obtain
calculated values that compared favorably with the exper-
imental results of osmotic pressure. Van't Hoff recognized
that i approached the number of ionsinto which the molecule
dissociated as the solution was made increasingly dilute.
The i factor is plotted against the molal concentration
of both electrolytes and nonelectrolytes in Figure 6-5. For
nonelectrolytes, it is seen to approach unity, and for strong

5 L
CaCl,
4 L
. 3f
i
NaCl

2\_/

1r Sucrose

Molality

Fig. 6-5. van't Hoff /factor of representative compounds.
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electrolytes, it tends toward a value equal to the number of
ionsformed upon dissociation. For example, i approachesthe
value of 2 for solutes such as NaCl and CaSO,, 3 for K,SO4
and CaCl,, and 4 for K3Fe(C)e and FeCl .

The van't Hoff factor can also be expressed as the ratio
of any colligative property of area solution to that of an
ideal solution of a nonelectrolyte because i represents the
number of times greater that the colligative effect is for a
real solution (electrolyte or nonelectrolyte) than for an ideal
nonel ectrolyte.

The colligative properties in dilute solutions of elec-
trolytes are expressed on the molal scale by the equations

Ap = 0.018ip;°m (6-25)

7 =IRTm (6-26)
AT; = iKim (6-27)
ATy = iKym (6-28)

Equation (6-25) applies only to aqueous solutions, whereas
(6-26) through (6-28) are independent of the solvent used.

Osmotic Pressure of Sodium Chloride

What is the osmotic pressure of a 2.0 m solution of sodium chloride
at 20°C?

The i factor for a 2.0 m solution of sodium chloride as observed
in Figure 6-5 is about 1.9. Thus,

T =1.9 x 0.082 x 293 x 2.0 = 91.3 atm

THEORY OF ELECTROLYTIC DISSOCIATION

During the period in which van't Hoff was developing the
solution laws, the Swedish chemist Svante Arrhenius was
preparing his doctoral thesis on the properties of electrolytes
at theUniversity of Uppsalain Sweden. In 1887, hepublished
the results of his investigations and proposed the now clas-
sic theory of dissociation.! The new theory resolved many
of the anomalies encountered in the earlier interpretations of
electrolytic solutions. Although the theory was viewed with
disfavor by some influential scientists of the nineteenth cen-
tury, Arrhenius's basic principles of electrolytic dissociation
were gradually accepted and are still considered valid today.

(- NN ISR van't HOFF FACTOR i

The factor imay also be considered to express the departure of
concentrated solutions of nonelectrolytes from the laws of ideal
solutions. The deviations of concentrated solutions of nonelec-
trolytes can be explained on the same basis as deviations of real
solutions from Raoult’s law, considered in the preceding chap-
ter. They included differences of internal pressures of the solute
and solvent, polarity, compound formation or complexation, and
association of either the solute or the solvent. The departure of

Thetheory of the existence of ionsin solutions of electrolytes
even at ordinary temperaturesremainsintact, asidefrom some
modifications and elaborations that have been made through
the years to bring it into line with certain stubborn experi-
mental facts.

The original Arrhenius theory, together with the alter-
ations that have come about as a result of the intensive
research on electrolytes, is summarized as follows. When
electrolytes are dissolved in water, the solute exists in the
form of ions in the solution, as seen in the following equa-
tions:

H,O + NatCl™ — Na© + CI” + H,0
[lonic compound]
[Strong electrolyte] (6-29)
H,O+ HCl — HO" +ClI™
[Covalent
compound]
[Strong electrolyte] (6-30)
H,0 + CH3COOH = H3O™ + CH3COO™
[Covalent
compound)]
[Wesk electrolyte] (6-31)

The solid form of sodium chloride is marked with plus
and minus signs in reaction (6-29) to indicate that sodium
chloride exists as ions even in the crystaline state. If elec-
trodes are connected to a source of current and are placed in
amass of fused sodium chloride, the molten compound will
conduct the electric current because the crystal lattice of the
pure salt consists of ions. The addition of water to the solid
dissolves the crystal and separates the ions in solution.

Hydrogen chloride exists essentially as neutral molecules
rather than as ions in the pure form and does not conduct
electricity. When it reacts with water, however, it ionizes
according to reaction [equation (6-30)]. H3O™ isthe modern
representation of the hydrogen ion in water and is known as
the hydronium or oxonium ion. In addition to H3O™", other
hydrated species of the proton probably exist in solution, but
they need not be considered here.?

Sodium chloride and hydrochloric acid are strong elec-
trolytes because they exist aimost completely in the ionic

electrolytic solutions from the colligative effects in ideal solu-
tions of nonelectrolytes may be attributed—in addition to the
factors just enumerated—to dissociation of weak electrolytes
and to interaction of the ions of strong electrolytes. Hence, the
van't Hoff factor / accounts for the deviations of real solutions
of nonelectrolytes and electrolytes, regardless of the reason for
the discrepancies.
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form in moderately concentrated aqueous solutions. Inor-
ganic acids such as HCI, HNOs, H,S04, and HI; inorganic
bases as NaOH and KOH of the akali metal family and
Ba(OH), and Ca(OH), of the alkaline earth group; and most
inorganic and organic salts are highly ionized and belong to
the class of strong electrolytes.

Acetic acid is aweak electrolyte, the oppositely directed
arrows in equation (6-31) indicating that equilibrium
between the molecules and the ions is established. Most
organic acids and basesand someinorganic compounds, such
asH3BO3, H,CO3, and NH4OH, belong to the class of weak
electrolytes. Even some salts (lead acetate, HgCl,, Hgl, and
HgBr) and the complex ions Hg(NHa3)»™, Cu(NHs),2+, and
Fe(CN)e®~ are wesk electrolytes.

Faraday applied thetermion (Greek: “wanderer”) to these
species of electrolytes and recognized that the cations (pos-
itively charged ions) and anions (negatively charged ions)
were responsible for conducting the electric current. Before
the time of Arrhenius's publications, it was believed that a
solute was not spontaneously decomposed in water but rather
dissociated appreciably into ions only when an electric cur-
rent was passed through the solution.

Drugs and lonization

Some drugs, such as anionic and cationic antibacterial and
antiprotozoal agents, are more active when in the ionic
state. Other compounds, such as the hydroxybenzoate esters
(parabens) and many general anesthetics, bring about their
biologic effects as nonelectrolytes. Still other compounds,
such asthesulfonamides, arethought to exert their drug action
both as ions and as neutral molecules.’

Degree of Dissociation

Arrheniusdid not originally consider strong el ectrolytesto be
ionized completely except in extremely dilute solutions. He
differentiated between strong and weak electrolytes by the
fraction of the moleculesionized: the degree of dissociation,
a. A strong electrolyte was one that dissociated intoionsto a
high degree and a weak electrolyte was one that dissociated
into ions to alow degree.

Arrhenius determined the degree of dissociation directly
from conductance measurements. He recognized that the
equivalent conductance at infinite dilution A wasameasure
of the compl ete dissociation of the soluteintoitsionsand that
A represented the number of solute particles present asions
at a concentration c. Hence, the fraction of solute molecules
ionized, or the degree of dissociation, was expressed by the
equation®

o =
Ao

(6-32)

where A¢/Aq isknown as the conductance ratio.

EXAMPLE 6-6

Degree of Dissociation of Acetic Acid

The equivalent conductance of acetic acid at 25°C and at infinite
dilution is 390.7 ohm cm?/Eq. The equivalent conductance of a 5.9 x
103 M solution of acetic acid is 14.4 ohm cm?/Eq. What is the degree
of dissociation of acetic acid at this concentration? We write

= 144 0 0370r3.7%
T 3907 7

The van't Hoff factor, i, can be connected with the degree
of dissociation, «, in the following way. The i factor equals
unity for anideal solution of anonelectrolyte; however, aterm
must be added to account for the particles produced when a
molecule of an electrolyte dissociates. For 1 mole of calcium
chloride, whichyieldsthreeions per molecule, thevan't Hoff
factor is given by

i=14+a(3-1) (6-33)
or, in general, for an electrolyte yielding v ions,
i=14av-1) (6-34)

from which we obtain an expression for the degree of disso-
ciation,
i—1
o =
v—1
The cryoscopic method is used to determine i from the ex-
pression

(6-35)

AT = iKim (6-36)
or
ATs
I=— 6-37
Kim (6-37)
EXAMPLE 6-7

Degree of Ionization of Acetic Acid

The freezing point of a 0.10 m solution of acetic acid is —0.188°C.
Calculate the degree of ionization of acetic acid at this concentration.
Acetic acid dissociates into two ions, that is, v = 2. We write

, 0.188
i = T86xo010 1
i—1  1011—1
= T _on
Ty 2—1

In other words, according to the result of Example 6-7,
the fraction of acetic acid present as free ions in a 0.10 m
solution is 0.011. Stated in percentage terms, acetic acid in
0.1 m concentration isionized to the extent of about 1%.

THEORY OF STRONG ELECTROLYTES

Arrhenius used o to express the degree of dissociation of
both strong and weak electrolytes, and van't Hoff introduced
the factor i to account for the deviation of strong and weak
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electrolytes and nonelectrolytes from the ideal laws of the
colligative properties, regardless of the nature of these dis-
crepancies. According to the early ionic theory, the degree of
dissociation of ammonium chloride, astrong electrolyte, was
calculated in the same manner as that of aweak electrolyte.

EXAMPLE 6-8

Degree of Dissociation

The freezing point depression for a 0.01 m solution of ammonium
chloride is 0.0367°C. Calculate the “degree of dissociation” of this
electrolyte. We write

ATy 0.0367°C

i = = =197
Kym 1.86 x 0.010
1.97 -1
= =0.97
2—-1

The Arrhenius theory is now accepted for describing the
behavior only of weak el ectrolytes. Thedegreeof dissociation
of aweak electrolyte can be calculated satisfactorily from the
conductance ratio A¢/ Ao or obtained from the van't Hoff i
factor.

Many inconsistencies arise, however, when an attempt is
made to apply the theory to solutions of strong electrolytes.
In dilute and moderately concentrated solutions, they disso-
ciate almost completely into ions, and it is not satisfactory to
write an equilibrium expression relating the concentration of
the ions and the minute amount of undissociated molecules,
asisdonefor weak electrolytes (Chapter 7). Moreover, adis-
crepancy exists between o calculated from the i value and o
calculated from the conductivity ratio for strong electrolytes
inagueous sol utionshaving concentrati onsgreater than about
0.5M.

For these reasons, one does not account for the deviation
of strong electrolyte from ideal nonelectrolyte behavior by
calculating a degree of dissociation. It is more convenient
to consider a strong electrolyte as completely ionized and to
introduce a factor that expresses the deviation of the solute
from 100% ionization. The activity and osmotic coefficient,
discussed in subsequent paragraphs, are used for this purpose.

Activity and Activity Coefficients

An approach that conforms well to the facts and that has
evolved from alarge number of studies on solutions of strong

el ectrolytes ascribes the behavior of strong electrolytesto an
electrostatic attraction between the ions.

Not only are the ions interfered with in their movement
by the “atmosphere” of oppositely charged ions surround-
ing them, they can also associate at high concentration into
groups known as ion pairs (e.g., NatCl~) and ion triplets
(Na"Cl~Na'). Associations of still higher orders may exist
in solvents of low dielectric constant, in which the force of
attraction of oppositely charged ionsislarge.

Because of the el ectrostatic attraction and ion association
in moderately concentrated solutions of strong electrolytes,
the values of the freezing point depression and the other
colligative properties are less than expected for solutions
of unhindered ions. Consequently, a strong electrolyte may
be completely ionized, yet incompletely dissociated into free
ions.

One may think of the solution as having an “effective
concentration” or, asit is called, an activity. The activity, in
general, islessthan theactual or stoichiometric concentration
of the solute, not because the strong electrolyteisonly partly
ionized, but rather because some of the ions are effectively
“taken out of play” by the electrostatic forces of interaction.

At infinite dilution, in which the ions are so widely sepa-
rated that they do not interact with one another, the activity a
of anionisequal to its concentration, expressed as molality
or molarity. Itiswritten on amolal basisat infinite dilution as

a=m (6-38)
or

a

—=1 6-39

= (6-39)

As the concentration of the solution is increased, the ratio
becomes less than unity because the effective concentration
or activity of the ions becomes less than the stoichiometric
or mola concentration. This ratio is known as the practical
activity coefficient, ym, on the mola scale, and the formula
iswritten, for a particular ionic species, as

a

2 (6-40)
or

a = ]/mm (6—41)

On the molarity scale, another practical activity coefficient,
ve, IS defined as

a=ycC (6-42)

(- e §AENN IS AN WEAK AND STRONG ELECTROLYTES

The large number of oppositely charged ions in solutions of
electrolytes influence one another through interionic attractive
forces. Although this interference is negligible in dilute solu-
tions, it becomes appreciable at moderate concentrations. In
solutions of weak electrolytes, regardless of concentration, the

number of ions is small and the interionic attraction correspond-
ingly insignificant. Hence, the Arrhenius theory and the concept
of the degree of dissociation are valid for solutions of weak elec-
trolytes but not for strong electrolytes.
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and on the mole fraction scale, a rational activity coefficient
is defined as

a= X (6-43)

One sees from equations (6-41) through (6—43) that these
coefficients are proportionality constants relating activity to
molality, molarity, and molefraction, respectively, for anion.
The activity coefficients take on a value of unity and are
thus identical in infinitely dilute solutions. The three coef-
ficients usually decrease and assume different values as the
concentration is increased; however, the differences among
the three activity coefficients may be disregarded in dilute
solutions, in which ¢ = m < 0.01. The concepts of activ-
ity and activity coefficient were first introduced by Lewis
and Randall® and can be applied to solutions of nonelec-
trolytes and weak electrolytes aswell asto theions of strong
electrolytes.

A cation and an anion in an agueous solution may each
have a different ionic activity. This is recognized by using
the symbol a. when speaking of the activity of a cation and
the symbol a_ when speaking of the activity of an anion. An
electrolyte in solution contains each of these ions, however,
soitisconvenient to define arelationship between the activity
of the electrolyte a;. and the activities of the individual ions.
The activity of an electrolyte is defined by its mean ionic

activity, which is given by the relation
aL = (a+ma_n)l/(m+n) (6—44)

wherethe exponentsm and n give the stoichiometric numbers
of given ionsthat arein solution. Thus, an NaCl solution has
amean ionic activity of

as = (ana-ag-)Y?

whereas an FeCl; solution has a mean ionic activity of
a. = (apersac-)*

The ionic activities of equation (6-44) can be expressed
in terms of concentrations using any of equations (6-41) to
(6-43). Using equation (6—42), one obtains from equation
(6-44) the expression

ar = [(y4c)" (y_c)"pm+m (6-45)
or
a, = (y+m y_n)l/(ern)(C+mC_n)1/(m+n) (6—46)

The mean ionic activity coefficient for the electrolyte can
be defined by

Yo = (pa My MM (6-47)

and

m+n

ve =y y"
Substitution of equation (6-47) into equation (6—46) yields
(6-49)

(6-48)

a: = yx(c; M "M EY

In using equation (6—49), it should be noted that the concen-
tration of the electrolyte c is related to the concentration of
itsions by

Cy =mc (6-50)
and
c_=nc (6-51)

Mean Ionic Activity of FeCl;

What is the mean ionic activity of a 0.01 M solution of FeCl3? We
write

ay = vyi(epe_HY* = ~41[(0.01)3 x 0.01)°]/4
=23 x 1072,

It is possible to obtain the mean ionic activity coefficient,
y+, Of an electrolyte by several experimental methods as
well as by atheoretical approach. The experimental methods
include distribution coefficient studies, electromotive force
measurements, colligative property methods, and solubility
determinations. These results can then be used to obtain
approximate activity coefficients for individual ions, where
thisis desired.’

Debye and Huckel developed a theoretical method by
which it is possible to calculate the activity coefficient of
asingle ion as well as the mean ionic activity coefficient of
a solute without recourse to experimental data. Although the
theoretical equation agrees with experimental findings only
in dilute solutions (so dilute, in fact, that some chemists have
referred jokingly to such solutions as “ slightly contaminated
water”), it has certain practical valuein solution calculations.
Furthermore, the Debye—Hiickel equation providesaremark-
able confirmation of modern solution theory.

Themean ionic activity coefficients of anumber of strong
electrolytes are given in Table 6-1. The results of various
investigators vary in the third decimal place; therefore, most
of the entries in the table are recorded only to two places,
providing sufficient precision for the calculations in this
book. Although the values in the table are given at vari-
ous molalities, we can accept these activity coefficients for
problemsinvolving molar concentrations (in whichm < 0.1)
because, in dilute solutions, the difference between molality
and molarity is not great.

Themeanvaluesof Table 6-1 for NaCl, CaCl,, and ZnSO,
areplotted in Figure 6-6 against the square root of the molal-
ity. The reason for plotting the square root of the concen-
tration is due to the form that the Debye-Hiickel equation
takes. The activity coefficient approaches unity with increas-
ing dilution. Asthe concentrations of some of the electrolytes
areincreased, their curves passthrough minimaandriseagain
to values greater than unity. Although the curvesfor different
electrolytes of the same ionic class coincide at lower con-
centrations, they differ widely at higher values. The initial
decrease in the activity coefficient with increasing concen-
tration is due to the interionic attraction, which causes the
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TABLE 6-1

MEAN IONIC ACTIVITY COEFFICIENTS OF SOME STRONG ELECTROLYTES AT 25°C ON THE MOLAL SCALE

Molality (m) HCI NaCl KCI NaOH CaCl, H,SO, Na,SO, CuSO;, ZnS0O,
0.000 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
0.005 0.93 0.93 0.93 - 0.79 0.64 0.78 0.53 0.48
0.01 0.91 0.90 0.90 0.90 0.72 0.55 0.72 0.40 0.39
0.05 0.83 0.82 0.82 0.81 0.58 0.34 0.51 0.21 0.20
0.10 0.80 0.79 0.77 0.76 0.52 0.27 0.44 0.15 0.15
0.50 0.77 0.68 0.65 0.68 0.51 0.16 0.27 0.067 0.063
1.00 0.81 0.66 0.61 0.67 0.73 0.13 0.21 0.042 0.044
2.00 1.01 0.67 0.58 0.69 1.55 0.13 0.15 - 0.035
4.00 174 0.79 0.58 0.90 293 0.17 0.14 - -

activity to be less than the stoichiometric concentration. The
rise in the activity coefficient following the minimum in
the curve of an electrolyte, such as HCl and CaCl,, can be
attributed to the attraction of the water moleculesfor theions
in concentrated aqueous solution. This solvation reduces the
interionic attractions and increases the activity coefficient of
the solute. It isthe same effect that resultsin the salting out of
nonel ectrolytes from agueous sol utionsto which electrolytes
have been added.

Activity of the Solvent

Thus far, the discussion of activity and activity coefficients
has centered on the solute and particularly on electrolytes. It
is customary to define the activity of the solvent on the mole
fraction scale. When asolutionismadeinfinitely dilute, it can
be considered to consist essentialy of pure solvent. There-
fore, X; = 1, and the solvent behaves ideally in conformity

1.6

14

=
]

1.0

0.8

0.6

Mean activity coefficient, v,

0.4 F

0.2F

0 1 1 1 1 1
0 04 08 12 16 20

V/ Molality

Fig. 6-6. Mean ionic activity coefficients of representative elec-
trolytes plotted against the square root of concentration.

with Raoult’slaw. Under thiscondition, themolefraction can
be set equal to the activity of the solvent, or

As the solution becomes more concentrated in solute, the
activity of the solvent ordinarily becomes less than the mole
fraction concentration, and the ratio can be given, as for
the solute, by the rational activity coefficient,

a

— = 6-53
X1 Vx ( )

or

a= Xy (6-54)

The activity of a volatile solvent can be determined rather
simply. The ratio of the vapor pressure, p1, of the solvent
in a solution to the vapor pressure of pure solvent, p;°, is
approximately equal to the activity of the solvent at ordinary
pressures: a; = p1/p°.

EXAMPLE 6-10

Calculating Escaping Tendency

The vapor pressure of water in a solution containing 0.5 mole of
sucrose in 1000 g of water is 17.38 mm and the vapor pressure of
pure water at 20°C is 17.54 mm. What is the activity (or escaping
tendency) of water in the solution? We write

_17.38

= 2% _ 0.991
=175 =%

Reference State

The assignment of activities to the components of solutions
provides ameasure of the extent of departurefromideal solu-
tion behavior. For this purpose, a reference state must be
established in which each component behaves ideally. The
reference state can be defined as the solution in which the
concentration (mole fraction, molal or molar) of the compo-
nent is equal to the activity,

Activity = Concentration
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or, what amountsto the same thing, the activity coefficientis
unity,

Activity
"' = Concentration
The reference state for a solvent on the mole fraction scale
was shown in equation (6-52) to be the pure solvent.

The reference state for the solute can be chosen from one
of several possibilities. If a liquid solute is miscible with
the solvent (e.g., in a solution of alcohol in water), the con-
centration can be expressed in mole fraction, and the pure
liquid can be taken as the reference state, as was done for
the solvent. For aliquid or solid solute having alimited sol-
ubility in the solvent, the reference state is ordinarily taken
as the infinitely dilute solution in which the concentration
of the solute and the ionic strength (see the following) of
the solution are small. Under these conditions, the activity
is equa to the concentration and the activity coefficient is
unity.

Standard State

The activities ordinarily used in chemistry arerelative activi-
ties. It isnot possible to know the absol ute value of the activ-
ity of acomponent; therefore, a standard must be established
just aswas donein Chapter 1 for the fundamental measurable
properties.

The standard state of a component in a solution is the
state of the component at unit activity. The relative activity
in any solution isthen the ratio of the activity in that state to
the value in the standard state. When defined in these terms,
activity is a dimensionless number.

The pure liquid at 1 atm and at a definite temperature is
chosen as the standard state of a solvent or of aliquid solute
miscible with the solvent because, for the pureliquid, a = 1.
Becausethemolefraction of apure solvent isalso unity, mole
fractionisequal to activity, and thereference stateisidentical
with the standard state.

The standard state of the solvent in a solid solution is
the pure solid at 1 atm and at a definite temperature. The
assignment of a = 1 to pure liquids and pure solids will be
found to be convenient in later discussions on equilibriaand
electromotive force.

The standard state for asolute of limited solubility ismore
difficult to define. The activity of the solute in an infinitely
dilute solution, athough equal to the concentration, is not
unity, and the standard state is thus not the same as the ref-
erence state. The standard state of the solute is defined as
a hypothetical solution of unit concentration (mole fraction,
molal or molar) having, at the same time, the characteris-
tics of an infinitely dilute or ideal solution. For complete
understanding, this definition requires careful development,
as carried out by Klotz and Rosenberg.”

lonic Strength

In dilute solutions of nonelectrolytes, activities and concen-
trations are considered to be practically identical because
electrostatic forces do not bring about deviations from ideal
behavior in these solutions. Likewise, for weak electrolytes
that are present alone in solution, the differences between
theionic concentration terms and activities are usually disre-
garded in ordinary calculations because the number of ions
present is small and the electrostatic forces are negligible.

However, for strong electrolytes and for solutions of weak
electrolytes together with salts and other electrolytes, such
as exist in buffer systems, it is important to use activities
instead of concentrations. The activity coefficient, and hence
the activity, can be obtained by using one of the forms of the
Debye-Huckel equation (considered later) if one knows
the ionic strength of the solution. Lewis and Randall® intro-
duced the concept of ionic strength, w, to relate interionic
attractions and activity coefficients. The ionic strength is
defined on the molar scale as

= %(clzl2 + C22p% + C3z3° + - - + ¢jzj%)  (6-55)
or, in abbreviated notation,
1,
n=3 ; CiZi (6-56)

where the summation symbol indicates that the product of
cz? terms for al the ionic species in the solution, from the
first one to the jth species, is to be added together. The term
ci is the concentration in moleg/liter of any of the ions and
z; isitsvalence. lonic strengths represent the contribution to
the electrostatic forces of the ions of all types. It depends
on the total number of ionic charges and not on the specific
properties of the salts present in the solution. It was found
that bivalent ions are equivalent not to two, but to four uni-
valent ions; hence, by introducing the square of the valence,
one gives proper weight to the ions of higher charge. The
sum is divided by 2 because positive ion—negative ion pairs
contribute to the total electrostatic interaction, whereas we
areinterested in the effect of each ion separately.

EXAMPLE 6-11

Calculating Ionic Strength

What is the ionic strength of (a) 0.010 M KCl, (b) 0.010 M BaSOy,
and (c) 0.010 M Na;SOy4, and (d) what is the ionic strength of a
solution containing all three electrolytes together with salicylic acid
in 0.010 M concentration in aqueous solution?

(a) KCI:

w= %[(0.01 X 1)+ (0.01 x 1%)]

= 0.010
(b) BaSOy:

= %[(0.01 x 2%+ (0.01 x 2%)]

= 0.040
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(C) Naz SO4:
w= %[(0.02 X 12) +(0.01 x 2%)]

= 0.030

(d) The ionic strength of a 0.010 M solution of salicylic acid is 0.003
as calculated from a knowledge of the ionization of the acid
at this concentration (using the equation [H;0"] = +/K,¢).
Unionized salicylic acid does not contribute to the ionic strength.
The ionic strength of the mixture of electrolytes is the sum of
the ionic strength of the individual salts. Thus,

Htotal = HKCI 1 MBaSO, + HNa,SO, + HHSal
= 0.010 + 0.040 + 0.030 + 0.003
= 0.083

Ionic Strength of a Solution

A buffer contains 0.3 mole of K;HPO4 and 0.1 mole of KH,PO4 per
liter of solution. Calculate the ionic strength of the solution.

The concentrations of the ions of K;HPO, are [KT] = 0.3 x 2
and [HPO4%~] = 0.3. The values for KH,PO, are [Kt] = 0.1 and
[H,PO4~] = 0.1. Any contributions to p by further dissociation of
[HPO42~] and [H,PO, ] are neglected. Thus,

= %[(0.3 X 2 X 13) 4+ (0.3 x 2%) + (0.1 x 1*) 4+ (0.1 x 1?)]
p =10

It will be observedin Example 6-11 that theionic strength
of a 1:1 electrolyte such as KCI is the same as the molar
concentration; u of al1:2 electrolyte such as Na,SO, isthree
times the concentration; and p for a 2:2 electrolyte is four
times the concentration.

Themean ionic activity coefficients of electrolytes should
be expressed at various ionic strengths instead of concentra-
tions. Lewis showed the uniformity in activity coefficients
when they are related to ionic strength:

(a) The activity coefficient of astrong electrolyteis roughly
constant in all dilute solutions of the sameionic strength,
irrespective of the type of salts that are used to provide
the additional ionic strength.

(b) The activity coefficients of all strong electrolytes of a
single class, for example, all uni-univalent electrolytes,
are approximately the same at a definite ionic strength,
provided the solutions are dilute.

The results in Table 6-1 illustrate the similarity of the
mean ionic activity coefficients for 1:1 electrolytes at low
concentrations (below 0.1 m) and the differencesthat become
marked at higher concentrations.

Bull® pointed out the importance of the principle of ionic
strengthin biochemistry. Inthestudy of theinfluence of pH on
biologic action, the effect of the variable salt concentration
in the buffer may obscure the results unless the buffer is
adjusted to a constant ionic strength in each experiment. If
the biochemical action is affected by the specific salts used,
however, even this precaution may fail to yield satisfactory

results. Further use will be made of ionic strength in the
chapters on ionic equilibria, solubility, and kinetics.

The Debye—Hiickel Theory

Debyeand Hiickel derived an equation based ontheprinciples
that strong electrolytes are completely ionized in dilute solu-
tion and that the deviationsof el ectrolytic solutionsfromideal
behavior are due to the electrostatic effects of the oppositely
charged ions. The equation relates the activity coefficient of
a particular ion or the mean ionic activity coefficient of an
electrolyte to the valence of theions, theionic strength of the
solution, and the characteristics of the solvent. The mathe-
matical derivation of the equation is not attempted here but
can be found in Lewis and Randall’s Thermodynamics as
revised by Pitzer and Brewer.'° The equation can be used to
calculate the activity coefficients of drugswhose values have
not been obtained experimentally and are not availablein the
literature.

According to the theory of Debye and Hiickel, the activity
coefficient, y;, of anion of valence z; is given by the expres-
sion

logyi = —Azi® 1k

Equation (6-57) yields a satisfactory measure of the activ-
ity coefficient of an ion species up to an ionic strength, wu,
of about 0.02. For water at 25°C, A, a factor that depends
only on the temperature and the dielectric constant of the
medium, is approximately equal to 0.51. The values of A for
various solvents of pharmaceutical importance are found in
Table 6-2.

Theform of the Debye—H{ickel equation for abinary elec-
trolyte consisting of ions with valences of z, and z_ and
present in adilute solution (1 <0.02) is

(6-57)

logys = —Az,2_ /it (6-58)

The symbols z, and z_ stand for the valences or charges,
ignoring algebraic signs, on theions of the electrolyte whose
mean ionic activity coefficient is sought. The coefficient in
equation (6-58) should actually be y, the rational activity
coefficient (i.e., y+ on the mole fraction scale), but in dilute
solutionsfor which the Debye—-Hiickel equationisapplicable,
yx can be assumed without serious error to be equal aso to
the practical coefficients, y, and A, onthe molal and molar
scales.

TABLE 6-2

VALUES OF A FOR SOLVENTS AT 25°C*

Solvent Dielectric Constant, e Acalc
Acetone 20.70 3.76
Ethanol 24.30 2.96
Water 78.54 0.509

*Acac = (1.824 x 10°)/(e x T)¥?2, where ¢ isthe dielectric constant and T isthe
absolute temperature on the Kelvin scale.
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Mean Ionic Activity Coefficient

Calculate the mean ionic activity coefficient for 0.005 M atropine
sulfate (1:2 electrolyte) in an aqueous solution containing 0.01 M
NaCl at 25°C. Because the drug is a uni-bivalent electrolyte, z1z, =
1 X 2 = 2. For water at 25°C, A is 0.51. We have

1
 for atropine sulfate = 3 [(0.005 x 2 x 12)+(0.005 x 2%)] = 0.015

1
1 for NaCl = 5[(0.01 x 12) 4 (0.01 x 1%)] = 0.01

Total p = 0.025

logv: = —0.51 x 2 X v0.025
logv+ = —1.00 4 0.839 = —0.161
v+ = 0.690
With the present-day accessibility of the handheld calculator, the

intermediate step in this calculation (needed only when log tables
are used) can be deleted.

Thus, one observesthat the activity coefficient of astrong
electrolyte in dilute solution depends on the total ionic
strength of the solution, the valence of the ions of the drug
involved, the nature of the solvent, and the temperature of the
solution. Notice that although the ionic strength term results
from the contribution of al ionic speciesin solution, thez;z,
terms apply only to the drug whose activity coefficient is
being determined.

Extension of the Debye—Hiickel Equation to
Higher Concentrations

The limiting expressions (6-57) and (6-58) are not satis-
factory above an ionic strength of about 0.02, and equa
tion (6-58) is not completely satisfactory for usein Example
6-13. A formulathat appliesupto anionic strength of perhaps
0.1lis

Az,z_ /it
1+aB/u

Theterm a; isthe mean distance of approach of the ions and
is called the mean effective ionic diameter or the ion size
parameter. Its exact significanceis not known; however, itis
somewhat analogous to the b term in the van der Waals gas
equation. Theterm B, like A, isaconstant influenced only by
the nature of the solvent and the temperature. The values of
a; for severa electrolytesat 25°C are given in Table 6-3 and
the values of B and A for water at various temperatures are
shown in Table 6—4. The values of A for various solvents, as
previously mentioned, are listed in Table 6-2.

Because a; for most electrolytes equals 3to 4 x 108 and
B for water at 25°C equals 0.33 x 108, the product of a; and
B is approximately unity. Equation (6-59) then simplifiesto

Az.z /i
1+ /e

logy: = — (6-59)

logys = — (6-60)

TABLE 6-3

MEAN EFFECTIVE IONIC DIAMETER FOR SOME
ELECTROLYTES AT 25°C

Electrolyte a; (cm)
HCI 53 x 1078
NaCl 44 % 1078
KCl 4.1 x 1078
Methapyrilene HCI 39x10°8
MgSO;, 3.4 x 108
K,SO4 3.0x 1078
AgNO; 23 x 1078
Sodium phenobarbital 2.0x 1078

Comparing Activity Coefficients

Calculate the activity coefficient of a 0.004 M aqueous solution of
sodium phenobarbital at 25°C that has been brought to an ionic
strength of 0.09 by the addition of sodium chloride. Use equations
(6-58) through (6-60) and compare the results.

Equation (6-58): log v+ = —0.51v/0.09; v+ = 0.70
Equation (6-59): log v+ =

0.51v/0.09
Y+ = 0.75
14 2[(2 x 108) x (0.33 x 103) x +/0.09]
0.51v/0.09
Equation (6 — 60): lo, = =0.76
q g7+ 1+ v0.09 RE=

These results can be compared with the experimental values
for some uni-univalent electrolytes in Table 6-1 at a mola
concentration of about 0.1.

For still higher concentrations, that is, at ionic strengths
above 0.1, the observed activity coefficients for some elec-
trolytes pass through minimaand then increase with concen-
tration; in some cases, they become greater than unity, as seen
in Figure 6-6. To account for the increase in y . at higher
concentrations, an empirical term Cu can be added to the
Debye-Hiickel equation, resulting in the expression

Az z /i
1+aB/u

This equation gives satisfactory results in solutions of con-
centrationsashighas1 M. Themeanionic activity coefficient

logys = — +Cu (6-61)

TABLE 64
VALUES OF A AND B FOR WATER AT VARIOUS
TEMPERATURES

Temperature (°C) A B
0 0.488 0.325 x 10°
15 0.500 0.328 x 10°
25 0.509 0.330 x 10°
40 0.524 0.333 x 10°
70 0.560 0.339 x 10°
100 0.606 0.348 x 10°
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obtained from equation (6-61) is yy; however, it is not sig-
nificantly different from y;,, and y. even at thisconcentration.
Zografi et al.'* used the extended Debye-Hiickel equation
[(equation (6-61)] in a study of the interaction between the
dye orange Il and quarternary ammonium salts.

Investigations have resulted in equations that extend the
concentration to about 5 moles/liter.'?

COEFFICIENTS FOR EXPRESSING COLLIGATIVE
PROPERTIES

The L Value

Thevan't Hoff expression ATy = iKy m probably providesthe
best single equation for computing the colligative properties
of nonel ectrolytes, weak electrolytes, and strong el ectrolytes.
It can be modified dlightly for conveniencein dilute solutions
by substituting molar concentration ¢ and by writing iK; as
L, so that
AT = Lc (6-62)
Goyan et a.'® computed L from experimental data for a
number of drugs. It varies with the concentration of the solu-
tion. At a concentration of drug that is isotonic with body
fluids, L = iK; isdesignated here asLig,. It has avalue equal
to about 1.9 (actualy 1.86) for nonelectrolytes, 2.0 for weak
electrolytes, 3.4 for uni-univalent electrolytes, and larger val -
ues for electrolytes of high valences. A plot of iK; against
the concentration of some drugsis presented in Figure 6-7,
whereeach curveisrepresented asaband to show thevariabil -
ity of the L values within each ionic class. The approximate
Lis, for each of the ionic classes can be obtained from the
dashed line running through the figure.

L Nonelectrolyt o
nelectrolyte " 19
1 1 1 ) 1 1 | L
0 0.1 0.2 0.3 0.4
Molality

Fig. 6-7. Ly, values of various ionic classes.
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Although activities can be usedto bring the colligative proper-
ties of strong electrolytes into line with experimental results,
the equations are complicated and are not treated in this
book. Activities are more valuable in connection with equi-
librium expressions and electrochemical calculations. The
use of activities for calculating the colligative properties of
weak electrolytesis particularly inconvenientbecause it also
requires knowledge of the degree of dissociation.

Osmotic Coefficient

Other methods of correcting for the deviations of electrolytes
from ideal colligative behavior have been suggested. One of
these is based on the fact that as the solution becomes more
dilute, i approaches v, the number of ionsinto which an elec-
trolyte dissociates, and at infinite dilution, i = v, ori/v = 1.
Proceeding in the direction of more concentrated solutions,
i/v becomes less (and sometimes greater) than unity.
Theratioi/v isdesignated asg and is known as the prac-
tical osmotic coefficient when expressed on amolal basis. In
the case of a weak electrolyte, it provides a measure of the
degree of dissociation. For strong electrolytes, g is equal to
unity for complete dissociation, and the departure of g from
unity, thatis, 1—g, in moderately concentrated solutionsisan
indication of theinterionic attraction. Osmotic coefficients, g,
for electrolytes and nonelectrolytes are plotted against ionic
concentration, vm, in Figure 6-8. Becauseg = 1/v ori =gv
inadilute solution, the cryoscopic equation can be written as

ATy = gvKem (6-63)

The mola osmotic coefficients of some salts are listed in
Table 6-5.

Molality and Molarity
The osmotic coefficient of LiBr at 0.2 m is 0.944 and the Lis, value
is 3.4. Compute ATy for this compound using g and Lis,. Disregard
the difference between molality and molarity. We have
AT = gvKrm = 0.944 x 2 X 1.86 x 0.2
= 0.70°
ATy = Lisoc = 3.4 X 0.2 = 0.68°

Osmolality

Although osmotic pressure classically is given in atmo-
spheres, in clinical practiceit isexpressed in terms of osmols
(Osm) or milliosmols (mOsm). A solution containing 1 mole
(1 g molecular weight) of a nonionizable substance in 1 kg
of water (a1 m solution) is referred to as a 1-osmolal solu-
tion. It contains 1 osmol (Osm) or 1000 milliosmols (mOsm)
of solute per kilogram of solvent. Osmolality measures the
total number of particles dissolved in 1 kg of water, that is,
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Fig. 6-8. Osmotic coefficient, g, for some common solutes. (From G. Scatchard, W. Hamer, and
S. Wood, J. Am. Chem. Soc. 60, 3061, 1938. With permission.)

the osmols per kilogram of water, and depends on the elec-
trolytic nature of the solute. An ionic species dissolved in
water will dissociate to form ions or “particles.” These ions
tend to associate somewhat, however, owing to their ionic
interactions. The apparent number of “particles’ in solution,
as measured by osmometry or one of the other colligative
methods, will depend on the extent of these interactions. An
un-ionized material (i.e., anonelectrolyte) isused astherefer-

ence solute for osmolality measurements, ionic interactions
being insignificant for a nonelectrolyte. For an electrolyte
that dissociates into ions in a dilute solution, osmolality or

milliosmolality can be calculated from
Milliosmolality (mOsm/kg) =i - mm (6-64)

where i is approximately the number of ions formed per
molecule and mm isthe millimola concentration. If noionic

OSMOTIC COEFFICIENT, g, AT 25°C*

m NacCl KCI H,SO, Sucrose Urea Glycerin
0.1 0.9342 0.9264 0.6784 1.0073 0.9959 1.0014
0.2 0.9255 0.9131 0.6675 1.0151 0.9918 1.0028
0.4 0.9217 0.9023 0.6723 1.0319 0.9841 1.0055
0.6 0.9242 0.8987 0.6824 1.0497 0.9768 1.0081
0.8 0.9295 0.8980 0.6980 1.0684 0.9698 1.0105
1.0 0.9363 0.8985 0.7176 1.0878 0.9631 1.0128
1.6 0.9589 0.9024 0.7888 1.1484 0.9496 1.0192
2.0 0.9786 0.9081 0.8431 1.1884 0.9346 1.0230
3.0 1.0421 0.9330 0.9922 1.2817 0.9087 1.0316
4.0 1.1168 0.9635 1.1606 1.3691 0.8877 1.0393
5.0 1.2000 0.9900 - 1.4477 0.8700 1.0462

*From G. Scatchard, W. G. Hamer, and S. E. Wood, J. Am. Chem. Soc. 60, 3061, 1938. With permission.
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interactionsoccurredinasolution of sodium chloride, i would
equal 2.0. Inatypical case, for al:1electrolytein dilute solu-
tion, i is approximately 1.86 rather than 2.0, owing to ionic
interaction between the positively and negatively charged
ions.

EXAMPLE 6-16
Calculating Milliosmolality

What is the milliosmolality of a 0.120 m solution of potassium bro-
mide? What is its osmotic pressure in atmospheres?

For a 120 millimolal solution of KBr:
Milliosmolality = 1.86 x 120 = 223 mOsm/kg
A 1-osmolal solution raises the boiling point 0.52°C, lowers
the freezing point 1.86°C, and produces an osmotic pressure of

24.4 atm at 25°C. Therefore, a 0.223-Osm/kg solution yields an
osmotic pressure of 24.4 x 0.223 = 5.44 atm.

Streng et al.** and Murty et al.*® discuss the use of osmo-
lality and osmolarity in clinical pharmacy. Molarity (moles
of solute per liter of solution) isused in clinical practicemore
frequently than molality (moles of solute per kilogram of sol-
vent). In addition, osmolarity is used more frequently than
osmolality in labeling parenteral solutions in the hospital.
Yet, osmolarity cannot be measured and must be calculated
from the experimentally determined osmolality of a solution.
Asshown by Murty et ., the conversion is made using the
relation

Osmolarity = (Measured osmolality)
x (Solution density in g/mL

— Anhydrous solute concentration in g/mL)  (6-65)

Accordingto Streng et al.,*4 osmolality is converted to osmo-
larity using the equation

mOsm/liter solution = mOsm/(kg H,O)

x [d1°(1 — 0.001V5°)]  (6-66)

where d;° is the density of the solvent and v,° is the partial
molal volume of the solute at infinite dilution.

Converting Osmolality to Osmolarity

A 30-g/liter solution of sodium bicarbonate contains 0.030 g/mL of
anhydrous sodium bicarbonate. The density of this solution was
found to be 1.0192 g/mL at 20°C and its measured milliosmolality
was 614.9 mOsm/kg. Convert milliosmolality to milliosmolarity. We
have

Milliosmolarity = 614.9 mOsm/kg H,O0
X (1.0192 g/mL — 0.030 g/mL)
= 608.3 mOsm/L solution

EXAMPLE 6-18

Calculating Milliosmolarity

A 0.154 m sodium chloride solution has a milliosmolality of
286.4 mOsm/kg (see Example 6-19). Calculate the milliosmolar-
ity, mOsm/liter solution, using equation (6—66). The density of the

solvent—water—at 25°Cisd;° = 0.9971 g/cm? and the partial molal
volume of the solute—sodium chloride—is v,° = 16.63 mL/mole.

Milliosmolality = (286.4 mOsm/kg H,0)
X [0.9971(1 — 0.001(16.63))]
= 280.8 mOsm/L solution

As noted, osmolarity differs from osmolality by only 1%
or 2%. However, in more concentrated solutions of poly-
valent electrolytes together with buffers, preservatives, and
other ions, the difference may become significant. For accu-
racy in the preparation and labeling of parenteral solutions,
osmolality should be measured carefully with a vapor pres-
sure or freezing point osmometer (rather than calculated) and
the results converted to osmolarity using equation (6-65) or
(6-66).

Wholeblood, plasma, and serum are complex liquids con-
sisting of proteins, glucose, nonprotein nitrogenous materi-
as, sodium, potassium, calcium, magnesium, chloride, and
bicarbonate ions. The serum electrolytes, constituting less
than 1% of the blood’s weight, determine the osmolality of
the blood. Sodium chloride contributes a milliosmolality of
275, whereas glucose and the other constituentstogether pro-
vide about 10 mOsm/kg to the blood.

Colligative properties such as freezing point depression
are related to osmolality through equations (6-27) and
(6-63):

AT = K¢im (6-67)
wherei = gv and im = gvm is osmolality.

EXAMPLE 6-19

Calculate Freezing Point Depression

Calculate the freezing point depression of (a) 0.154 m solution of
NaCl and (b) a 0.154 m solution of glucose. What are the milliosmo-
lalities of these two solutions?

(a) From Table 6-5, g for NaCl at 25°C is about 0.93, and because
NacCl ionizes into two ions, i = vg = 2 X 0.93 = 1.86. From
equation (6-64), the osmolality of a 0.154 m solution is im =
1.86 x 0.154 = 0.2864. The milliosmolality of this solution is
therefore 286.4 mOsm/kg. Using equation (6-67), with K also
equal to 1.86, we obtain for the freezing point depression of a
0.154 m solution—or its equivalent, a 0.2864-Osm/kg solution—
of NaCl:

AT = (1.86)(1.86)(0.154)
= (1.86)(0.2864) = 0.53°C

(b) Glucose is a nonelectrolyte, producing only one particle for each
of its molecules in solution, and for a nonelectrolyte,i = v =1
and g = i/v = 1. Therefore, the freezing point depression of a
0.154 m solution of glucose is approximately

ATy = Kyim = (1.86)(1.00)(0.154)
= 0.286°C

which is nearly one half of the freezing point depression provided
by sodium chloride, a 1:1 electrolyte that provides two particles
rather than one particle in solution.

The osmolality of a nonelectrolyte such as glucose is identical to
its molal concentration because osmolality = i X molality, and i
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for a nonelectrolyte is 1.00. The milliosmolality of a solution is
1000 times its osmolality or, in this case, 154 mOsm/kg.

Ohwaki et al.’® studied the effect of osmolality on the
nasal absorption of secretin, ahormone used in the treatment
of duodenal ulcers. They found that maximum absorption
through the nasal mucosa occurred at a sodium chloride mil-
liosmolarity of about 860 mOsnm/liter (0.462 M), possibly
owing to structural changesin the epithelial cells of the nasal
mucosa at this high mOsn/liter value.

Although the osmolality of blood and other body fluids
is contributed mainly by the content of sodium chloride, the
osmolality and milliosmolality of these complex solutions by
convention are calculated on the basis of i for nonelectrolytes,
that is, i is taken as unity, and osmolality becomes equal to
molality. This principleis best described by an example.

EXAMPLE 6-20
Milliosmolarity of Blood

Freezing points were determined using the blood of 20 normal indi-
viduals and were averaged to —0.5712°C. This value of course is
equivalent to a freezing point depression of +0.5712°C below the
freezing point of water because the freezing point of water is taken
as 0.000°C at atmospheric pressure. What is the average milliosmo-
lality, x, of the blood of these subjects?

Using equation (6—67) with the arbitrary choice of i = 1 for body
fluids, we obtain

0.5712 = (1.86)(1.00)x
x = 0.3071 Osm/kg
= 307.1 mOsm/kg

It is noted in Example 6-20 that although the osmolality
of blood and its freezing point depression are contributed
mainly by NaCl, an i value of 1 was used for blood rather
than gv = 1.86 for an NaCl solution.

Themilliosmolality for blood obtained by variousworkers
using osmometry, vapor pressure, and freezing point depres-
sion apparatus ranges from about 250 to 350 mOsm/kg.t’
The normal osmolality of body fluids is given in medical
handbooks!® as 275 to 295 mOsm/kg, but normal values
are likely to fall in an even narrower range of 286 + 4
mOsm/kg.*® Freezing point and vapor pressure osmome-
ters are now used routinely in the hospital. A difference of
50 mOsm/kg or morefrom the accepted values of abody fluid
suggests an abnormality such as liver failure, hemorrhagic
shock, uremia, or other toxic manifestations. Body water and
electrolyte balance are also monitored by measurement of
milliosmolality.

CHAPTER SUMMARY

In this chapter, solutions of electrolytes were introduced and
discussed. Understanding the properties of electrolytes in
solution is still very important today in the pharmaceutical
sciences. You should be ableto understand Faraday’slaw and

calculatethe conductancein solutions. Therationalefor using
the concept of activity rather than concentrationsisimportant
in many chemical calculations since solutions that contain
ionic solutes do not behave ideally even at very low concen-
trations. The information provided establishes a framework
for calculatingionic strength, osmolality, and osmolarity. The
successful student will not only be able to do these calcula
tions but will understand the differences between osmolality
and osmolarity.

Practice problems for this chapter can be found at

thePoint.lww.com/Sinko6e.
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I (ONIC EQUILIBRIA

At the conclusion of this chapter
CHAPTER OBJECTIVES the student should be able to:
El Describethe Bronsted—Lowry and Lewis electronic the-
ories.
1 |dentify and define the four classifications of solvents.

EF Understand the concepts of acid-base equilibriaand the
ionization of weak acids and weak bases.

Calculate dissociation constants K, and Ky, and under-
stand the relationship between K, and Ky,

Understand the conceptsof pH, pK, and pOH and therela-
tionship between hydrogen ion concentration and pH.
Calculate pH.

Define strong acid and strong base.

Define and calculate acidity constants.

OSE & 8

INTRODUCTION

Arrhenius defined an acid as a substance that liberates hydro-
gen ions and a base as a substance that supplies hydroxyl
ions on dissociation. Because of a need for a broader con-
cept, Bronsted in Copenhagen and Lowry in London inde-
pendently proposed parallel theoriesin 1923.* TheBronsted—
Lowry theory, asit hascometo be known, ismore useful than
the Arrhenius theory for the representation of ionization in
both aqueous and nonagqueous systems.

Bronsted—Lowry Theory

According to the Bronsted—L owry theory, an acid is a sub-
stance, charged or uncharged, that is capable of donating a
proton, and a base is a substance, charged or uncharged, that
is capable of accepting a proton from an acid. The relative
strengths of acidsand basesare measured by thetendenciesof
these substancesto give up and take on protons. Hydrochloric
acid is a strong acid in water because it gives up its proton
readily, whereas acetic acid isaweak acid becauseit givesup
its proton only to asmall extent. The strength of an acid or a
base varieswith the solvent. Hydrochloric acidisaweak acid

(e (AN IN SN CLASSIFICATION
OF SOLVENTS

Solvents can be classified as protophilic, protogenic,
amphiprotic, and aprotic. A protophilic or basic solventis one
that is capable of accepting protons from the solute. Such
solvents as acetone, ether, and liquid ammonia fall into this
group. A protogenic solvent is a proton-donating compound
and is represented by acids such as formic acid, acetic acid,
sulfuric acid, liquid HCI, and liquid HF. Amphiprotic solvents
act as both proton acceptors and proton donors, and this
classincludes water and the alcohols. Aprotic solvents, such
asthe hydrocarbons, neither accept nor donate protons, and,
being neutral in this sense, they are useful for studying the
reactions of acids and bases free of solvent effects.
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inglacial acetic acid and acetic acid isastrong acid in liquid
ammonia. Consequently, the strength of an acid depends not
only onitsability to give up aproton but a so on the ability of
the solvent to accept the proton from the acid. Thisis called
the basic strength of the solvent.

Inthe Bronsted—L owry classification, acidsand basesmay
be anions such as HSO,~ and CH3COO~, cations such as
NH4* and H3O™, or neutral molecules such as HCl and
NH3. Water can act as either an acid or a base and thus is
amphiprotic. Acid-base reactions occur when an acid reacts
with abase to form anew acid and a new base. Because the
reactions involve a transfer of a proton, they are known as
protolytic reactions or protolysis.

In the reaction between HCI and water, HCI is the acid
and water the base:

HCl + H,O — H3O0" 4+ CI~
Acid; Base, Acid, Basg;

Acid; and Base; stand for an acid-base pair or conjugate
pair, as do Acid, and Base,. Because the bare proton, HT,
is practically nonexistent in aqueous solution, what is nor-
mally referred to asthe hydrogen ion consists of the hydrated
proton, H3O™, known as the hydronium ion. Higher solvated
formscan also exist in solution.* In an ethanolic solution, the
“hydrogen ion” is the proton attached to a molecule of sol-
vent, represented as C,HsOH, ™. In equation (7-1), hydrogen
chloride, the acid, has donated a proton to water, the base, to
form the corresponding acid, H3O™", and the base, Cl .

The reaction of HCI with water is one of ionization. Neu-
tralization and hydrolysis are also considered as acid-base
reactions or proteolysisfollowing the broad definitions of the
Bronsted—Lowry concept. Several examples illustrate these
types of reactions, as shown in Table 7-1. The displacement
reaction, a special type of neutralization, involves the dis-
placement of aweaker acid, such as acetic acid, from its salt
asin the reaction shown later.

(7-1)

*Reports have appeared in the literature? describing the discovery of apoly-
mer of the hydrogen ion consisting of 21 molecules of water surrounding
one hydrogen ion, namely,

H* - (H20)21
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TABLE 7-1
EXAMPLES OF ACID-BASE REACTIONS

Acid; Base, Acid, Base;
Neutralization NH,* + OH~ = H,O + NH;
Neutralization H,O" + OH~ = H,O + H,O
Neutralization HCl + NH3 = NH,* + Cl-
Hydrolysis H,O + CH3COO~ = CH3;COOH + OH~
Hydrolysis NH,* + H,O = H,O* + NH3
Displacement HCI + CH3;COO~ = CH3;COCH + Cl—

Lewis Electronic Theory

Other theories have been suggested for describing acid—base
reactions, the most familiar of which isthe electronic theory
of Lewis.®

According to the Lewis theory, an acid is a molecule or
an ion that accepts an electron pair to form a covalent bond.
A baseis asubstance that providesthe pair of unshared elec-
trons by which the base coordinates with an acid. Certain
compounds, such asboron trifluoride and aluminum chloride,
although not containing hydrogen and consequently not serv-
ing as proton donors, are nevertheless acids in this scheme.
Many substancesthat do not contain hydroxyl ions, including
amines, ethers, and carboxylic acid anhydrides, are classified
as bases according to the Lewis definition. Two Lewis acid—
base reactions are

H +
| H
H™ (solvated) + :ITI—H =|H:N:H (7-2)
H H
Acid Base
T T
CH3z CHjz
Cl-B +:0{ __~ =C1—B:0_
! CH; | CH;
Cl Cl
Acid Base (7-3)

The Lewis system is probably too broad for convenient
application to ordinary acid—base reactions, and those pro-
cesses that are most conveniently expressed in terms of this
electronic classification should be referred to simply as a

== (EY CONCEP [ RGBT

Equilibrium can be defined as a balance between two oppos-
ing forces or actions. This statement does not imply cessation
of the opposing reactions, suggesting rather a dynamic equality
between the velocities of the two. Chemical equilibrium main-
tains the concentrations of the reactants and products constant.
Most chemicalreactions proceed in both aforward and areverse

form of electron sharing rather than as acid—base reactions.*
The Lewistheory isfinding increasing use for describing the
mechanism of many organic and inorganic reactions. It will
be mentioned again in the chapters on solubility and com-
plexation. The Bronsted—L owry nomenclatureis particularly
useful for describing ionic equilibriaand is used extensively
in this chapter.

ACID—BASE EQUILIBRIA

The ionization or proteolysis of a weak electrolyte, acetic
acid, in water can be written in the Bronsted-L owry manner
as

HAc+ H,O = H3;0" + Ac™

Acid; Base, Acid, Base 74

The arrows pointing in the forward and reverse directions
indicate that the reaction is proceeding to the right and left
simultaneously. According to the law of mass action, the
velocity or rate of the forward reaction, Ry, is proportional
to the concentration of the reactants:

Rr = k1 x [HAC]® x [H.0]" (7-5)

The speed of the reaction is usually expressed in terms of
the decrease in the concentration of either the reactants per
unit time. The terms rate, speed, and velocity have the same
meaning here. The reverse reaction

Ry = ko x [HsO]* x [Ac]" (7-6)

expresses the rate, R, of re-formation of un-ionized acetic
acid. Because only 1 mole of each constituent appearsin the

direction if the products of the reaction are not removed as they
form. Some reactions, however, proceed nearly to completion
and, for practical purposes, may be regarded as irreversible.
Thetopic of chemical equilibriais concerned with truly reversible
systems and includes reactions such as the ionization of weak
electrolytes.
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reaction, each term israised to the first power, and the expo-
nentsneed not appear in subsequent expressionsfor thedisso-
ciation of acetic acid and similar acidsand bases. Thesymbols
k1 and k, are proportionality constants commonly known as
specific reaction rates for the forward and the reverse reac-
tions, respectively, and the brackets indicate concentrations.
A better representation of the factswould be had by replacing
concentrations with activities, but for the present discussion,
the approximate equations are adequate.

lonization of Weak Acids

According to the concept of equilibrium, the rate of the for-
ward reaction decreases with time as acetic acid is depleted,
whereas the rate of the reverse reaction begins at zero and
increases as larger quantities of hydrogen ions and acetate
ions are formed. Finally, a balance is attained when the two
rates are equal, that is, when

Ri = Ry -7

The concentrations of products and reactants are not neces-
sarily equal at equilibrium; the speeds of the forward and
reverse reactions are what are the same. Because equation
(7-7) applies at equilibrium, equations (7-5) and (7-6) may
be set equal:

ki x [HAC] X [HzO] =k, x [H30+] X [ACi] (7-8)
and solving for theratio k; /k1, one obtains
+ —
ki [H:O*[Ac] 7-9)

ka2 [HAC][H20]

In dilute solutions of acetic acid, water is in sufficient
excess to be regarded as constant at about 55.3 moles/liter
(1 liter H,O at 25°C weights 997.07 g, and 997.07/18.02 =
55.3). It isthus combined with ky /k, to yield a new constant
Ka, the ionization constant or the dissociation constant of
acetic acid.

[H3O*][AcT]
[HAC]

Equation (7-10) is the equilibrium expression for the disso-
ciation of acetic acid, and the dissociation constant K is an
equilibrium constant in which the essentially constant con-
centration of the solvent is incorporated. In the discussion
of equilibria involving charged as well as uncharged acids,
according to the Bronsted—Lowry nomenclature, the term
ionization constant, K, is not satisfactory and is replaced
by the name acidity constant. Similarly, for charged and
uncharged bases, theterm basicity constant isnow often used
for Kp, to be discussed in the next section.

Ingeneral, the acidity constant for an uncharged weak acid
HB can be expressed by

Ko = 55.3k = (7-10)

HB + H,O = H:_:,OJr + B~ (7—11)
_ [H:0"][B7]
“="Thg -12)

Equation (7-10) can be presented in a more general form,
using thesymbol ¢ to represent theinitial molar concentration
of acetic acid and x to represent the concentration [HzO"].
The latter quantity is also equal to [Ac~] because both ions
are formed in equimolar concentration. The concentration
of acetic acid remaining at equilibrium [HACc] can be ex-
pressed as ¢ — x. The reaction [equation (7-4)] is

HAc+ H,O = H30+ + Ac™

(c —x) X X (7-13)
and the equilibrium expression (7-10) becomes
X2
K, = 7-14
"= (7-14)

where ¢ is large in comparison with x. The term ¢ — X
can be replaced by ¢ without appreciable error, giving the
equation

(7-15)

which can be rearranged as follows for the calculation of the
hydrogen ion concentration of weak acids:

X2 == KaC

X = [H30+] = KgC

(7-16)

In a liter of a 0.1 M solution, acetic acid was found by conductivity
analysis to dissociate into 1.32 x 103 g ions (“moles”) each of
hydrogen and acetate ion at 25°C. What is the acidity or dissociation
constant K, for acetic acid?

According to equation (7-4), at equilibrium, 1 mole of acetic
acid has dissociated into 1 mole each of hydrogen ion and acetate
ion. The concentration of ions is expressed as moles/liter and less
frequently as molality. A solution containing 1.0078 g of hydrogen
ions in 1 liter represents 1 g ion or 1 mole of hydrogen ions. The
molar concentration of each of these ions is expressed as x. If the
original amount of acetic acid was 0.1 mole/liter, then at equilibrium
the undissociated acid would equal 0.1 — x because x is the amount
of acid that has dissociated. The calculation according to equation
(7-12) is

0 (1.32x 1073y
2701 — (132 x 1073)

It is of little significance to retain the small number, 1.32 x 1073,
in the denominator, and the calculations give

(1.32 x 1073)?

K =
é 0.1
1.74 x 10—¢
K= —" " =174x10°
= Ix101 74x10

Thevaueof K, inExample 7-1 meansthat, at equilibrium,
theratio of the product of the ionic concentrations to that of
theundissociated acidis1.74 x 10~%; that is, the dissociation
of acetic acid into itsions is small, and acetic acid may be
considered as aweak electrolyte.
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When a salt formed from a strong acid and a weak base,
such as ammonium chloride, is dissolved in water, it disso-
ciates completely asfollows:

NH,"Cl~ —225 NH,* 4+ CI-
4 ——— NH4" +Cl (7-17)
The Cl~ is the conjugate base of a strong acid, HCI, which
is 100% ionized in water. Thus, the CI~ cannot react any
further. In the Bronsted—Lowry system, NH4 " is considered
to beacationic acid, which can formits conjugate base, NH3,
by donating a proton to water as follows:

NH4" + H20 = H3O" + NH;3 (7-18)
[H3O"][NHz]

Ko= oo 30 7-19

T [NHgT] 719

In general, for charged acids BH™, the reaction iswritten as

BH" + H,O = H3O" +B (7-20)
and the acidity constant is
[H3O1][B]
K= ———- 7-21
7 [BHY] (7-21)

lonization of Weak Bases

Nonionized weak bases B, exemplified by NH3, react with
water as follows:

B+ H,0 = OH™ + BH* (7-22)
_ [OH][BH]
Ko = o (7-23)

which, by a procedure like that used to obtain equation
(7-16), leads to

[OH™] = /Ko

(7-24)

The basicity or ionization constant Ky, for morphine base is 7.4 X
10~7 at 25°C. What is the hydroxyl ion concentration of a 0.0005 M
aqueous solution of morphine? We have

[OH™] = /7.4 x 10-7 x 5.0 x 10—*

[OH™] = /37.0 x 10— = /3.7 x 10-10
x =[OH™] = 1.92 x 10~ mole/liter

Salts of strong bases and weak acids, such as sodium
acetate, dissociate completely in agueous solution to given
ions:

Na*CH3CO0~ — 22, Na' + CH3COO~ (7-25)

The sodium ion cannot react with water, because it would
form NaOH, which isastrong el ectrolyte and would dissoci-

ate completely into itsions. The acetate anion is aBronsted—
Lowry weak base, and

CH3COO™ 4+ H,0O = OH™ + CH3COOH

_ [OH][CH3COOH]

7-26
[CH3COO] ( )
In general, for an anionic base B~
B™+H,O=OH" +HB
OH~][HB
Kp = [OHJIHB] (7-27)

(B~]

The lonization of Water

The concentration of hydrogen or hydroxyl ions in solutions
of acids or bases may be expressed as gram iong/liter or as
moleg/liter. A solution containing 17.008 g of hydroxyl ions
or 1.008 g of hydrogen ions per liter is said to contain 1 g
ion or 1 mole of hydroxyl or hydrogen ions per liter. Owing
to the ionization of water, it is possible to establish a quan-
titative relationship between the hydrogen and hydroxyl ion
concentrations of any aqueous solution.

The concentration of either the hydrogen or the hydroxyl
ionin acidic, neutral, or basic solutionsis usually expressed
in terms of the hydrogen ion concentration or, more conve-
niently, in pH units.

In a manner corresponding to the dissociation of weak
acids and bases, water ionizes dlightly to yield hydrogen
and hydroxyl ions. As previously observed, a weak elec-
trolyte requires the presence of water or some other polar
solvent for ionization. Accordingly, one molecule of water
can be thought of as a weak electrolytic solute that reacts
with another molecule of water as the solvent. This autopro-
tolytic reaction is represented as

H,0 + H,O = H3O" + OH~ (7-28)

Thelaw of massactionisthen applied to give the equilibrium
expression

PO
% =k (7-29)

The term for molecular water in the denominator is squared
because the reactant israised to apower equal to the number
of moleculesappearing inthe equation, asrequired by thelaw
of massaction. Because molecul ar water existsin great excess
relative to the concentrations of hydrogen and hydroxyl ions,
[H,0]? is considered as a constant and is combined with k to
give anew constant, Ky,, known asthe dissociation constant,
the autoprotolysis constant, or the ion product of water:

Kw = k x [H20]? (7-30)

The value of the ion product is approximately 1 x 10~ at
25°C; it depends strongly on temperature, as shown in Table
7-2. In any calculations involving the ion product, one must
be certain to use the proper value of K, for the temperature
at which the data are obtained.
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ION PRODUCT OF WATER AT VARIOUS TEMPERATURES*
Temperature (°C) Ky x 10% pKy,
0 0.1139 14.944
10 0.2920 14.535
20 0.6809 14.167
24 1.000 14.000
25 1.008 13.997
30 1.469 13.833
37 2.57 13.59
40 2.919 13.535
50 5.474 13.262
60 9.614 13.017
70 15.1 12.82
80 234 12.63
90 355 12.45
100 51.3 12.29
300 400 11.40

*From H. S. Harned and R. A. Robinson, Trans. Faraday Soc. 36, 973, 1940.

Substituting equation (7-30) into (7-29) gives the com-
mon expression for the ionization of water:

[H3O'] x [OH™] = Ky £ 1 x 107 ¥ a 25°C  (7-31)

In pure water, the hydrogen and hydroxyl ion concentrations
are equal, and each has the value of approximately 1 x 10~/
mole/liter at 25°C.*

[HsO"] = [OH™] = /1 x 10-14

~1x1077 (7-32)

When an acid is added to pure water, some hydroxyl ions,
provided by the ionization of water, must always remain.
The increase in hydrogen ions is offset by a decrease in the
hydroxyl ionsso that K., remains constant at about 1 x 104
at 25°C.

Calculate [OH ]

A quantity of HCI (1.5 x 10~3M) is added to water at 25°C to

increase the hydrogen ion concentration from 1 x 1077 to 1.5 x

10~3 mole/liter. What is the new hydroxyl ion concentration?
From equation (7-31),

1x 10714
1.5 x 103

= 6.7 x 10~'2 mole/liter

[OH™] =

Relationship Between K, and K

A simple relationship exists between the dissociation con-
stant of awesak acid HB and that of its conjugate base B—, or

*Under laboratory conditions, distilled water in equilibrium with air con-
tains about 0.03% by volume of CO,, corresponding to a hydrogen ion
concentration of about 2 x 10~° (pH = 5.7).

between BH* and B, when the solvent is amphiprotic. This
can be obtained by multiplying equation (7-12) by equation
(7-27):

_ [HsO"][B7] [OH"][HB]

ko = g [B-]
= [H3OT][OH™] = Ky (7-33)
and
Kw
Kp = — -34
b= K. (7-34)
or
Kw
Ka= — -
"= R (7-35)
[ EXAMPLE 74|
Calculate K,

Ammonia has a K}, of 1.74 x10~3 at 25°. Calculate K, for its con-
jugate acid, NH;*. We have

K, 1.00 x 10~
Ka = ————
K, 174 x 10—

=5.75x10"1°

lonization of Polyprotic Electrolytes

Acids that donate a single proton and bases that accept a
singleproton are called monoprotic electrolytes. A polyprotic
(polybasic) acid isonethat iscapable of donating two or more
protons, and a polyprotic base is capable of accepting two
or more protons. A diprotic (dibasic) acid, such as carbonic
acid, ionizesintwo stages, and atriprotic (tribasic) acid, such
as phosphoric acid, ionizes in three stages. The equilibria
involved in the protolysis or ionization of phosphoric acid,
together with the equilibrium expressions, are

H3PO, + H,0 = HzO' + HoPO,~  (7-36)
[H30+][H2PO47] _3
et Ky =75x10 7-37

[H3POy] ' =37
H2PO;~ + H20 = H3O" + HPO,%~
[HsO"][HPO,*] g
e Ky =62x10 7-38
[H2PO4~] ? (7-38)
HPO,? + H,0 = H3O" + POs*~

HzO*][PO,*

HOTIIPOT] _ i, _ 21510 (7-39)

[HPO,?"]
In any polyprotic electrolyte, the primary protolysisis great-
est, and succeeding stages become | ess complete at any given
acid concentration.

The negative charges on the ion HPO,?~ make it difficult
for water to remove the proton from the phosphate ion, as
reflected in the small value of K3. Thus, phosphoric acid is
weak in the third stage of ionization, and a solution of this
acid contains practically no PO, ions.
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Each of the speciesformed by theionization of apolypro-
tic acid can also act as a base. Thus, for the phosphoric acid
system,

PO, 4+ H,0 = HPO,2 + OH™  (7-40)
[HPO,2-][OH"] o

Ky = —— = 27 1 _48%x10 7-41

5= PO . (74D

HPO,>~ + H,0 = H,PO,~ + OH™ (7-42)
[H2P04_][OH_] _7

Kpp = —2 24 10 1 16x10 7-43

b2 [HPO,Z ] X (7-43)

H,PO4~ + H,O = H3PO4 + OH™  (7-44)

H3PO,][OH~
Kyg = LHPOIOHT] ) o 1012 (7-45)

[H2PO4~]

In general, for a polyprotic acid system for which the
parent acid is HyA, there are n + 1 possible species in
solution:

HoA + HoojA7 -+ HATOTD 1 A (7-46)

where j represents the number of protons dissociated from
the parent acid and goes from O to n. The total concentration
of all species must be equal to C,, or

[HaA] + [Ho A7) + -
+ [HAT D+ [A"] =Ca (7-47)

Each of the species pairsin which j differsby 1 constitutesa
conjugate acid-base pair, and in general

KjKbn+1-j) = Kw (7-48)

whereK; representsthe various acidity constantsfor the sys-
tem. Thus, for the phosphoric acid system described by equa-
tions (7-37) to (7-45),

K1Kpz = KoKpy = K3Kpp = Ky (7-49)

Ampholytes

In the preceding section, equations (7-37), (7-38), (7-41),
and (7-43) demonstrated that in the phosphoric acid system,
the species H,PO,;~ and HPO4?~ can function either as an
acid or abase. A speciesthat can function either asan acid or
asabaseis called an ampholyte and is said to be amphoteric
in nature. In general, for a polyprotic acid system, al the
species, with the exception of H,A and A"~, are amphoteric.

Amino acids and proteins are ampholytes of particular
interest in pharmacy. If glycine hydrochlorideisdissolved in
water, it ionizes as follows:

*NH3CH,COOH + H,0 =

*NH3CH,COO™ + HzO0"  (7-50)
+NH3CH,COO™ + H,0 =

+*NH,CH,COO™ + H30"  (7-51)

The species "NH3CH,COO™ is amphoteric in that, in addi-
tion to reacting as an acid as shown in equation (7-51), it can
react as a base with water as follows:

*NH3CH,COO™ +H,O0 =

*NH3CH,COOH + OH™  (7-52)

The amphoteric species "NH3CH,COO™ is called a zwitte-
rion and differs from the amphoteric species formed from
phosphoric acid in that it carries both a positive and a neg-
ative charge, and the whole molecule is electrically neutral.
The pH at which the zwitterion concentration is a maximum
isknown as the isoelectric point. At the isoelectric point the
net movement of the solute moleculesin an electric field is
negligible.

SORENSEN'S pH

The hydrogen ion concentration of a solution varies from
approximately 1inal M solution of astrong acidto about 1 x
10~**inal M solution of astrong base, and the calculations
often become unwieldy. To alleviatethisdifficulty, Sorensen®
suggested a simplified method of expressing hydrogen ion
concentration. He established the term pH, which was origi-
nally written as py ™, to represent the hydrogen ion potential,
and he defined it as the common logarithm of the reciprocal
of the hydrogen ion concentration:

1
SR CFE

According to the rules of logarithms, this equation can be
written as

(7-53)

pH = log 1 — log[H30™] (7-54)
and because the logarithm of 1 is zero,
pH = —log[H30%] (7-55)

Equations(7-53) and (7-55) areidentical; they areacceptable
for approximate calculations involving pH.

The pH of a solution can be considered in terms of a
numeric scale having values from 0 to 14, which expressesin
aquantitative way the degree of acidity (7 to 0) and alkalinity
(7-14). The value 7 at which the hydrogen and hydroxyl ion
concentrationsareabout equal at roomtemperatureisreferred
to asthe neutral point, or neutrality. The neutral pH at 0°Cis
7.47, and at 100°C it is 6.15 (Table 7-2). The scalerelating
pH to the hydrogen and hydroxyl ion concentrations of a
solution is given in Table 7-3.

Conversion of Hydrogen lon Concentration to pH

The student should practice converting from hydrogen ion
concentration to pH and vice versa until he or she is profi-
cientintheselogarithmic operations. Thefollowing examples
are given to afford areview of the mathematical operations



152

MARTIN'S PHYSICAL PHARMACY AND PHARMACEUTICAL SCIENCES

TABLE 7-3
THE pH SCALE AND CORRESPONDING HYDROGEN AND
HYDROXYL ION CONCENTRATIONS

pH  [H3O*] (moles/liter)  [OH~1] (moles/liter)
0 100=1 10~
1 101 10-13
2 102 10~
3 108 10-1 Acidic
4 10-4 10-1°
5 10-° 10-°
6 10-6 108
7 1077 10~7 Neutral
8 10-8 10°°
9 10-° 10-°
10 10-10 10-4
11 10~ 10-2 Basic
12 10-12 102
13 10-13 101
14 10~ 10°=1

involving logarithms. Equation (7-55) ismore convenient for
these calculations than equation (7-53).

EXAMPLE 7-5
pH Calculation

The hydronium ion concentration of a 0.05 M solution of HCI is
0.05 M. What is the pH of this solution? We write

pH = —1og(5.0 x 107%) = —log 102 — log 5.0
=2-10.70 = 1.30

A handheld calculator permits one to obtain pH simply by use
of the log function followed by a change of sign.

A better definition of pH involves the activity rather than

the concentration of the ions:
pH = —log ay™ (7-56)

and because the activity of an ion is equal to the activity
coefficient multiplied by the molal or molar concentration
[equation (7-42)],

Hydronium ion concentration x Activity coefficient
= Hydronium ion activity

the pH may be computed more accurately from the formula

pH = —log(y= x ¢) (7-57)

Solution pH

The mean molar ionic activity coefficient of a 0.05 M solution of HCI
is 0.83 at 25°C. What is the pH of the solution? We write

pH = —log(0.83 x 0.05) = 1.38

If sufficient NaCl is added to the HCI solution to produce a total
ionic strength of 0.5 for this mixture of uni-univalent electrolytes,

the activity coefficient is 0.77. What is the pH of this solution? We
write

pH = —10g(0.77 x 0.05) = 1.41

Hence, the addition of aneutral salt affects the hydrogen ion
activity of asolution, and activity coefficients should be used
for the accurate calculation of pH.

EXAMPLE 7-7

Solution pH

The hydronium ion concentration of a 0.1 M solution of barbituric
acid was found to be 3.24 x 10~ M. What is the pH of the solution?
We write

pH = —log(3.24 x 107%)
pH = 3 —log3.24 = 2.49

For practical purposes, activitiesand concentrationsare equal
in solutions of weak electrolytes to which no salts are added,
because the ionic strength is small.

Conversion of pH to Hydrogen lon Concentration

The following example illustrates the method of converting
pH to [H30"].

EXAMPLE 7-8

Hydronium Ion Concentration

If the pH of a solution is 4.72, what is the hydronium ion concentra-
tion? We have

pH = — log[H;0"] = 4.72
log[H;07] = —4.72 = —5 +0.28
[H;0™] = antilog 0.28 x antilog (—5)
[H;07] = 1.91 x 10~5 mole/liter

The use of a handheld calculator bypasses this two-step procedure.
One simply enters —4.72 into the calculator and presses the key for
antilog or 10* to obtain [H307].

pKand pOH

The use of pH to designate the negative logarithm of hydro-
nium ion concentration has proved to be so convenient
that expressing numbers less than unity in “p” notation has
become a standard procedure. The mathematician would say
that “p” is amathematical operator that acts on the quantity
[H*], Kq, Kp, Ky, and so on to convert the value into the neg-
ative of its common logarithm. In other words, the term “p”
is used to express the negative logarithm of the term follow-
ing the “p.” For example, pOH expresses —log[OH ], pKa
is used for —log K,, and pKy, is —log Ky,. Thus, equations
(7-31) and (7-33) can be expressed as

pH + pOH = pKy
PKa + PKo = pKw

(7-58)
(7-59)

where pK is often called the dissociation exponent.
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The pK values of weak acidic and basic drugs are ordi-
narily determined by ultraviolet spectrophometry (95) and
potentiometric titration (202). They can also be obtained by
solubility analysis®~8 (254) and by a partition coefficient
method.®

SPECIES CONCENTRATION AS A FUNCTION OF pH

As shown in the preceding sections, polyprotic acids, HnA,
canionizein successive stagestoyield n + 1 possible species
in solution. In many studies of pharmaceutical interest, it is
important to be ableto cal culatethe concentration of all acidic
and basic speciesin solution.

The concentrations of all species involved in successive
acid-base equilibria change with pH and can be represented
solely in terms of equilibrium constants and the hydronium
ion concentration. These relationships can be obtained by
defining all species in solution as fractions « of total acid,
Ca, added to the system [see equation (7-47) for C:

ap = [HhA]/Ca (7-60)
a1 = [Hh_1A7Y/Cy (7-61)
and in genera
o = [Hn_jA71]/Ca (7-62)
and
an =[A™"]/Ca (7-63)

where j represents the number of protons that have ionized

from the parent acid. Thus, dividing equation (7-47) by C,

and using equations (7-60) to (7-63) gives
ag+oj+ - Fap_rt+ap =1 (7-64)

All of the o values can be defined in terms of equilibrium

constants g and [H30"] asfollows:

K, — [Hn1ATIHO"] _ nClHsO']
[HnA]

7-65
%Ca (7-65)

Therefore,

a1 = Kiao/[H30"] (7-66)

_ [Hn2A*][H30] _ [Ho2A*T][H307]?

Kz = [Ho1A7] Ki[HnA]
n—1 1 n (7—67)
_ C[Hs0")?
 aoCaKy
or
K]_KgOlo
— 17270 7-68
"= 02 (769
and, in general,
o = (KiKz... Kj)ao/[H30M]! (7-69)

Inserting the appropriate forms of equation (7-69) into equa-
tion (7-64) gives

n K]_O[o K1K2a0 K1K2... Knoto 1
a .« .. _— =
0T H;0t] T [HsO']2 [HzO*]"
(7-70)
Solving for g yields

ao = [H30']"/{[H30"]" + K4[H30]"*
+ KiKo[H30M" 2 4 - - + KiKo ... Ky} (7-71)

or
_ [HsO™]"
N D
where D represents the denominator of equation (7-71).
Thus, the concentration of H,A asafunction of [H3O"] can
be obtained by substituting equation (7-60) into equation
(7-72) to give

o (7-72)

[H3OT]"Cy
D
Substituting equation (7-61) into equation (7-66) and the

resulting equation into equation (7-72) gives

Ki[H30"]"*Cq

[HhA] = (7-73)

[HhaA™Y = 5 (7-74)
In general,
[Ho_jA7I] = Kl"'K"[E3O+]n_jCa (7-75)
and
[AT"] = Kk Kaa (7-76)

D

Although these equations appear complicated, they are
in reality quite simple. The term D in equations (7-72) to
(7-76) is a power seriesin [H3O™], each term multiplied by
equilibrium constants. The series starts with [H3O™"] raised
to the power representing n, the total number of dissociable
hydrogensintheparent acid, H,A. Thelast termistheproduct
of all the acidity constants. The intermediate terms can be
obtained from the last term by substituting [H3O*] for K,
to obtain the next to last term, then substituting [H;O"] for
Kn_1 to obtain the next term, and so on, until thefirst termis
reached. The following eguations show the denominators D
to be used in equations (7-72) to (7-76) for various types of
polyprotic acids:

HiA: D = [H30"]* + Ki[H30"]? + Ky Kp[HsO™?

+ KiKoKs[H30™] + KiKoKsKs  (7-77)

HsA: D = [H30%]® + Ky[H30%]
+ KiKa[H30™] + K1 K2K3 (7-78)
HoA: D =[H30"]? 4+ Ki[H30™] + KiKo,  (7-79)
HA: D =[Hs0"] + Ka (7-80)
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Inall instances, for aspeciesinwhich j protons haveionized,
the numerator in equations (7—72) to (7-76) is C, multiplied
by theterm from the denominator D that has[Hz0™] raised to
then — j power. Thus, for the parent acid H, A, theappropriate
equation for D is equation (7-79). The molar concentrations
of the species H,A (j = 0), HA~ (j= 1), and A> (j = 2)
can be given as

B [Hs0*]2C,

[FeAT = [H30712 + Ki[H30™] + K1 K (7-81)
1 Ki[H30"]Ca ~
MA"] = o ko ke 7752
[AZ] KiKoCa (7-83)

~ [Hs0"]2 + Ki[Hz0"] + K1 K

These equations can be used directly to solve for molar con-
centrations. It should be obvious, however, that lengthy cal-
culations are needed for substances such as citric acid or
ethylenediaminetetraacetic acid, requiring the use of a digi-
tal computer to obtain solutionsin areasonabletime. Graphic
methods have been used to simplify the procedure.®

CALCULATION OF pH

Proton Balance Equations

According to the Bronsted—Lowry theory, every proton
donated by an acid must be accepted by a base. Thus, an
equation accounting for the total proton transfers occurring
in a system is of fundamental importance in describing any
acid-baseequilibriainthat system. Thiscan beaccomplished
by establishing a proton balance equation (PBE) for each
system. In the PBE, the sum of the concentration terms for
species that form by proton consumption is equated to the
sum of the concentration terms for species that are formed
by the release of a proton.

For example, when HCI is added to water, it dissociates
completely into H3O" and Cl~ ions. The H3O™ is a species
that is formed by the consumption of a proton (by water
acting as a base), and the Cl~ is formed by the release of a
proton from HCI. In all agueous solutions, HzO"™ and OH~
result from the dissociation of two water moleculesaccording
to equation (7-28). Thus, OH™ is a species formed from
the release of a proton. The PBE for the system of HCI in
water is

[HsO0"] = [OH™] +[CI]

Although H3O™ isformed from two reactions, it isincluded
only once in the PBE. The same would be true for OH~ if it
came from more than one source.

The general method for obtaining the PBE is as follows:

(a) Always start with the species added to water.
(b) Ontheleft side of the equation, place all speciesthat can
form when protons are consumed by the starting species.

(c) Ontheright side of theequation, placeall speciesthat can
formwhen protons are released from the starting species.

(d) Each species in the PBE should be multiplied by the
number of protonslost or gained when it is formed from
the starting species.

(e) Add[Hz0"]totheleft side of the equation and [OH ] to
theright side of the equation. These result from theinter-
action of two molecules of water, as shown previously.

EXAMPLE 7-9
Proton Balance Equations

What is the PBE when H3 PO, is added to water?

The species H,PO4~ forms with the release of one proton.

The species HPO4>~ forms with the release of two protons.

The species PO43~ forms with the release of three protons. We thus
have

[H;07] = [OH™ ] + [H,PO,~] 4 2[HPO,*~] 4 3[PO,*"]

EXAMPLE 7-10|

Proton Balance Equations

What is the PBE when Na,HPOj, is added to water?

The salt dissociates into two Na* and one HPO4*>~; Nat is
neglected in the PBE because it is not formed from the release or
consumption of a proton; HPO,42~, however, does react with water
and is considered to be the starting species.

The species H,PO, ™ results with the consumption of one proton.

The species of H;PO4 can form with the consumption of two
protons.

The species PO43~ can form with the release of one proton.
Thus, we have

[H;07] + [HPO4 ™ ] + 2[H3PO4] = [OH ] + [PO4*"]

Proton Balance Equations
What is the PBE when sodium acetate is added to water?

The salt dissociates into one Na™ and one CH3;COO~ ion. The
CH3COO™ is considered to be the starting species. The CH;COOH
can form when CH3;COO™ consumes one proton. Thus,

[H;0™] 4 [CH;COOH] = [OH™]

The PBE allows the pH of any solution to be calculated readily,
as follows:

(@)
(b)

@)

(@
(e

Obtain the PBE for the solution in question.

Express the concentration of all species as a function of equilib-
rium constants and [H;O™ ] using equations (7-73) to (7-76).
Solve the resulting expression for [H;O"] using any assump-
tions that appear valid for the system.

Check all assumptions.

If all assumptions prove valid, convert [H;O%] to pH.

If the solution contains a base, it is sometimes more convenient
to solve the expression obtained in part (b) for [OH™], then convert
this to pOH, and finally to pH by use of equation (7-58).

Solutions of Strong Acids and Bases

Strong acids and bases are those that have acidity or basicity
constants greater than about 10~2. Thus, they are considered



CHAPTER 7: IONIC EQUILIBRIA

155

to ionize 100% when placed in water. When HCl isplaced in
water, the PBE for the system is given by

rer K
[H:07) = [OH] +[CL] = g s

+ Ca (7-84)

which can be rearranged to give
[HsO"]* — Ci[HsO"] — Ky =0 (7-85)

where C, isthe total acid concentration. Thisis a quadratic
equation of the general form

aX?+bX+c=0 (7-86)
which has the solution
_ /b2 — dac
X — b+ +/b?—4ac (7-87)
2a
Thus, equation (7-85) becomes
Ca+ VCa2 + 4K

[H01] = ==& 2? B (7-88)
whereonly the positiveroot isused because[Hs;O1] cannever

be negative.

When the concentration of acidis1 x 1076 M or greater,
[Cl~] becomesmuch greater than* [OH™] in equation (7-84)
and C,? becomes much greater than 4K,, in equation (7-88).
Thus, both equations simplify to

[H30T1 = Cy (7-89)

A similar treatment for a solution of a strong base such as
NaOH gives

[OH] = 2y Czbz + 4w (7-90)
and
[OH]2C, (7-91)

if the concentration of baseis1 x 106 M or greater.

Conjugate Acid—Base Pairs

Use of the PBE enables us to develop one master equation
that can be used to solve for the pH of solutions composed
of weak acids, weak bases, or amixture of aconjugate acid—
base pair. To do this, consider a solution made by dissolving
both aweak acid, HB, and a salt of its conjugate base, B~, in
water. The acid-base equilibriainvolved are

HB + H,O = H30" + B~ (7-92)
B~ +H,O <= OH™ 4+ HB (7-93)
H,0 4+ H,0 = H3O" + OH™ (7-94)
The PBE for this systemis
[H30"] +[HB] = [OH™] +[B] (7-95)

*To adopt a definite and consistent method of making approximations
throughout this chapter, the expression “much greater than” means that the
larger term is at least 20 times greater than the smaller term.

The concentrations of the acid and the conjugate base can be
expressed as

_ [H30"]Cy
[HB] = 7[H30+] K (7-96)
— KaCa
[B7] = 0] 1 K. (7-97)

Equation (7-96) contains C,, (concentration of base added
as the salt) rather than C, because in terms of the PBE, the
species HB was generated from the species B~ added in the
form of the salt. Equation (7-97) contains C, (concentration
of HB added) because the species B~ in the PBE came from
the HB added. Inserting equations (7-96) and (7-97) into
equation (7-95) gives

[HsO*]Cyp
HsO%] + ————
MO oo+ K2
_ KaCa
= [OH _— 7-98
! I+ [H3O™] + Ka ( )
which can be rearranged to yield
_ + -
.0 — K, Cem [HOT+IOHTD) o

(G + [H3O*] — [OH7])

This equation is exact and was developed using no
assumptions.* It is, however, quite difficult to solve. Fortu-
nately, for real systems, the equation can be simplified.

Solutions Containing Only a Weak Acid

If the solution contains only a weak acid, Cy is zero, and
[H3O™1] isgenerally much greater than[OH~]. Thus, equation
(7-99) smplifiesto

[H307]? + Ko[H30"] — KsCa=0  (7-100)
which is a quadratic equation with the solution
—Ka+ K2 + 4K,C

[HeO*] = —= 2a T o10m

Inmany instances, C,ismuch greater than [H3zO™], and equa-
tion (7-100) simplifiesto

[H3O+] =V KaCa

(7-102)
[EXAMPLE 7-12]

Calculate pH

Calculate the pH of a 0.01 M solution of salicylic acid, which has a
K, = 1.06 x 1073 at 25°C.

(a) Using equation (7-102), we find
[H;01] = /(1.06 x 10—3) x (1.0 x 10-2)
=326x107°M
The approximation that C, > H;O™ is not valid.

*Except that, in thisand all subsequent developmentsfor pH equations, itis
assumed that concentration may be used in place of activity.
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(b) Using equation (7-101), we find

1.06 x 1073
[H30+] — _M
2
n V(1.06 x 10—3)2 4 4(1.06 x 10-3)(1.0 x 10~2)
2
=277x107°*M

pH = —1log(2.77 x 1073) = 2.56

Theexamplejust givenillustratestheimportance of check-
ing the validity of all assumptions madein deriving the equa-
tion used for caculating [Hz3O"]. The simplified equation
(7-102) gives an answer for [H30"] with arelative error of
18% as compared with the correct answer given by equation
(7-101).

Calculate pH

Calculate the pH of a 1-g/100 mL solution of ephedrine sulfate. The
molecular weight of the salt is 428.5, and K}, for ephedrine base is
23 x 1075,

(a) The ephedrine sulfate, (BH'),SO,, dissociates completely into
two BH™ cations and one SO,42~ anion. Thus, the concentration
of the weak acid (ephedrine cation) is twice the concentration,
C;, of the salt added.

2 x 10 g/liter

=2C, = =4. 1072
Ca =26, 428.5 g/mole 67107 M
—14
(b) _ 1.00 x 10 — 4.35 % 10-10
@ 23x105 X
(© [H;07] = v/(4.35 x 10-19) x (4.67 x 10-2)
=451x10"°M

All assumptions are valid. We have

pH = —log(4.51 x 107%) = 5.35

Solutions Containing Only a Weak Base

If the solution contains only a weak base, C, is zero, and
[OH~]isgenerally muchgreater than[H3O™]. Thus, equation
(7-99) simplifies to
Ka[OH™] KaKw

HsO™] = —= =

0T = & —1or1 = [Ms071Go— K
This equation can be solved for either [H3O"] or [OH].
Solving for [H3O"] using theleft and rightmost parts of equa-
tion (7-103) gives

(7-103)

Co[H30"]? — Ky[H30™] — KoKy = 0 (7-104)
which has the solution

Kw? + 4Cp KoKy
2G,

K
[H:0"] =

(7-105)

If Ky is much greater than [H30"], which is generally true
for solutions of weak bases, equation (7-100) gives

(7-106)

Equation (7-103) can be solved for [OH~] by using the
left and middle portions and converting K to Ky, to give

—Kp + v Kp?Z + 4K,Cy
2

[OH ] =

(7-107)

andif Cpismuchgreater than[OH~], which generally obtains
for solutions of weak bases,

[OH™] = vV KpGCo

A good exercise for the student would be to prove that equa-
tion (7-106) isequal to equation (7-108). The applicability of
both theseequationswill beshowninthefollowing examples.

[EXAMPLE 714}
Calculate pH

What is the pH of a 0.0033 M solution of cocaine base, which has a
basicity constant of 2.6 X 1075? We have

(7-108)

[OH™] = /(2.6 x 10-6) x (3.3 x 10—3)
=9.26x 10°M
All assumptions are valid. Thus,

pOH = —1og(9.26 x 10~°) = 4.03
pH = 14.00 — 4.03 = 9.97

EXAMPLE 7-15
Calculate pH

Calculate the pH of a 0.165 M solution of sodium sulfathiazole. The
acidity constant for sulfathiazole is 7.6 x 1078,

() The salt Na*B~ dissociates into one Nat and one B~ as
described by equations (7-24) to (7-27). Thus, C, = Cs = 0.165 M.
Because K, for a weak acid such as sulfathiazole is usually given
rather than K}, for its conjugate base, equation (7-106) is preferred
over equation (7-108):

o [(7.6 X 108) x (1.00 x 10-14)
[H;07] _\/ 0.165
=679 x 107" M

All assumptions are valid. Thus,

pH = —10g(6.79 x 10711 = 10.17

Solutions Containing a Single Conjugate
Acid-Base Pair

In a solution composed of aweak acid and a salt of that acid
(e.g., acetic acid and sodium acetate) or aweak baseand asalt
of that base (e.g., ephedrine and ephedrine hydrochloride),
Ca and Cy, are generally much greater than either [H30™] or
[OH™]. Thus, equation (7-99) simplifies to

KaCa
Cy

[H0"] = (7-109)
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EXAMPLE 7-16] Ki[H30"]Ca  2K:K2Ca

+
Calculate pH D D
What is the pH of a solution containing acetic acid 0.3 M and sodium K1K2Ca 7111
acetate 0.05 M? We write D (7-111)

(1.75 x 10~%) x (0.3)
5.0 x 102
=1.05x 107*M

[H;07] =

All assumptions are valid. Thus,
pH = —1log(1.05 x 10~*) = 3.98

Calculate pH
What is the pH of a solution containing ephedrine 0.1 M and
ephedrine hydrochloride 0.01 M? Ephedrine has a basicity constant
of 2.3 x 1073; thus, the acidity constant for its conjugate acid is
4.35 x 1071,

(4.35 x 10719 x (1.0 x 10~2)
1.0 x 10!

=435%x107"M

[H;01] =

All assumptions are valid. Thus,

pH = —log(4.35 x 10711) = 10.36

Solutions made by dissolving in water both an acid and its
conjugate base, or abase and its conjugate acid, are examples
of buffer solutions. These solutions are of great importance
in pharmacy and are covered in greater detail in the next two
chapters.

Two Conjugate Acid—Base Pairs

The Bronsted—Lowry theory and the PBE enable a single
equation to be devel oped that isvalid for solutions containing
anampholyte, which formsapart of two dependent acid—base
pairs. An amphoteric species can be added directly to water
or it can be formed by the reaction of a diprotic weak acid,
H,A, or a diprotic weak base, A®>~. Thus, it is convenient
to consider a solution containing a diprotic weak acid, H,A,
asdat of its ampholyte, HA~, and a salt of its diprotic base,
A?~inconcentrationsC,, Cp, and Cp, respectively. Thetotal
PBE for thissystemis

[H3O"] + [H2Al + [HAT], + 2[H2A],
=[OH ]+ [HA ]+ 2[A* ],
+[A* ]y
where the subscripts refer to the source of the species in
the PBE, that is, [H2A]a refers to HoA generated from the
ampholyte and [H,A]y, refersto the HoA generated from the
diprotic base. Replacing these species concentrations as a
function of [H3O*] gives
[HsO*]°Car | Ki[H3O']Cy
D D
2[H30%]%Cy Kw
T D TR0

(7-110)

[HO'] +

Multiplying through by [H30"] and D, which is given by
equation (7-79), gives

[HsO"]* + [H3O"13(K1 + 2Cp + Cap)
+ [H3O'][K1(Cp — Ca) + K1Kp — K]
— [H30"][K1K2(2Ca + Ca) + K1Ku]
— KKKy =0 (7-112)

This is a genera equation that has been developed using
no assumptions and that can be used for solutions made by
adding adiprotic acid to water, adding an ampholyteto water,
adding a diprotic base to water, and by adding combina-
tions of these substances to water. It is also useful for tri-
and quadriprotic acid systems because K3 and K4 are much
smaller than K; and K5 for all acids of pharmaceutical inter-
est. Thus, these polyprotic acid systems can be handled in the
same manner as a diprotic acid system.

Solutions Containing Only a Diprotic Acid

If asolutionis made by adding adiprotic acid, H,A, to water
to give a concentration C,, the terms C4, and Cy, in equation
(7-112) arezero. Inalmost all instances, theterms containing
Kw can be dropped, and after dividing through by [H3O*],
we obtain from equation (7-112)

[HsO"]® + [H3O0™?K1 — [H3O0"](K1Ca — K1Kp)

— 2K1K,Ca=0 (7-113)
If Ca> Ky, asisusualy true,
[H307]® + [H30%]?K; — [H301]K1Ca
— 2K1K5Ca =0 (7-114)

If [H30"] ismuch greater than 2K, theterm 2K, K,C, can be
dropped, and dividing through by [H30"] yieldsthe quadratic
equation

[H3O]2 + [HsOM K1 — KCa=0  (7-115)

The assumptions C, is much greater than K, and [H3O"] is
much greater than 2K, will bevalid whenever K, ismuch less
than K;. Equation (7-115) isidentical to equation (7-100),
which was obtained for a solution containing a monoprotic
weak acid. Thus, if C4ismuch greater than [H30™], equation
(7-115) simplifies to equation (7-100).

EXAMPLE 7-18
Calculate pH

Calculate the pH of a 1.0 x 10~ M solution of succinic acid.
K; =6.4 x 1075 and K, = 2.3 x 1075.

(a) Use equation (7-102) because K is approximately 30 times K:

[H30T] = /(6.4 x 10-5) x (1.0 x 10-3)
=253%x107*M
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The assumption that C, is much greater than [H;07] is not
valid.
(b) Use the quadratic equation (7-115):

[H;01] = — (6.4 x 1075)/2

N V(6.4 X 10-5)> 1+ 4(6.4 x 10-5)(1.0 x 10-3)
2

=223 x107*M

Note that C, is much greater than K;, and [H;0%] is much greater
than 2K,. Thus, we have

pH = —1log(2.23 x 10*) = 3.65

Solutions Containing Only an Ampholyte

If an ampholyte, HA~, is dissolved in water to give a solu-
tion with concentration Cy,, the terms C, and Cy, in equation
(7-112) are zero. For most systems of practical importance,
the first, third, and fifth terms of equation (7-112) are negli-
gible when compared with the second and fourth terms, and
the equation becomes

K1K2Ca + K1Ky
H;0"] =
[(H:0] \/ Ki+Ca

(7-116)
Theterm K,Cy, is generally much greater than Ky, and

[K1K2Cqp
H;Otl = | ——=—=
[H:0"] K14 Cap

If the solutionisconcentrated enough that C4, ismuch greater
than K1,

(7-117)

[H30"] = VK1K3

(7-118)
[EXAMPLE 7-19

Calculate pH

Calculate the pH of a 5.0 x 10~ M solution of sodium bicarbonate
at 25°C. The acidity constants for carbonic acid are K; = 4.3 x 1077
and K, = 4.7 x 10—,

Because K;Cqp, (23.5 x 10~'%) is much greater than K,, and Cyp
is much greater than K, equation (7-118) can be used. We have

[H:07] = V(4.3 X 10-7) x (4.7 x 10—11)
=45x107°M
pH = —log(4.5 x 107%) = 8.35

Solutions Containing Only a Diacidic Base

In general, the calculations for solutions containing weak
bases are easier to handle by solving for [OH™] rather than
[H3O™]. Any equation in terms of [H3O"] and acidity con-
stants can be converted into terms of [OH~] and basicity
constants by substituting [OH™] for [H3O"], Ky, for Ky,
Kpo for Ky, and Cy, for C,. These substitutions are made
into equation (7-112). Furthermore, for asolution containing
only adiacidic base, C; and Cy, are zero; all terms contain-
ing Ky, can be dropped; Cy, is much greater than Ky,; and

[OH™] ismuch greater than 2Kp,. The following expression
results:

[OH™]? +[OH ]Kp — KyCph =0  (7-119)

If C, ismuch greater than [OH ], the equation simplifiesto

[OHT] = V/KpCp

(7-120)
[EXAMPLE 7-20|

Calculate pH

Calculate the pH of a 1.0 x 10~3 M solution of Na,CO3. The acid-
ity constants for carbonic acid are K; = 4.31 x 10~7 and K, =
47 x 10~11,

(a) Using equation (7-48), we obtain

K, 1.00 x 10~ 14
Koy = — = VT RVET =T
K; 4.7 x 10

K _ 1.00 x 101

Kp = = 27
P27 K, T 431 x 107

(b) Because K, is much greater than Ky, one uses equation
(7-120):

=21x10"*

=2.32x%x10"8

[OH™] = /(2.1 X 10—%) x (1.0 x 10-3)
=4.6x107*M
The assumption that Cy, is much greater than [OH™] is not valid,

and equation (7-119) must be used. [See equations (7-86) and (7-87)
for the solution of a quadratic equation.] We obtain

[OH ] = —(2.1 x 107%)/2

N V(2.1 x 1042 4+ 4(2.1 x 10—4)(1.0 x 10-3)
2

=37x107*M
pOH = —log(3.7 x 1074 = —3.4
pH = 14.00 — 3.4 = 10.6

Use of the simplified equation (7-120) gives an answer
for [OH~] that has arelative error of 24% as compared with
the correct answer given by equation (7-119). It is abso-
lutely essential that all assumptions made in the calculation
of [H3O*] or [OH™] be verified!

Two Independent Acid—Base Pairs
Consider a solution containing two independent acid—base
pairs:

HB; + H,O = H30+Bl_
[H3O"][B;7]

Ki= 7-121

1 [HB4] ( )
HB, + H,O = H30"By~
H30™][By~

Ky = [H:071[B2"] (7-122)

[HB2]

A general equation for calculating the pH of this type of
solution can be devel oped by considering a solution made by
adding to water the acids HB; and HB,, in concentrations Cy
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and C,, and thebasesB;~ and B>~ in concentrations Cy; and
Cpo. The PBE for this system is
[H3O"] + [HB1]g1 + [HB2] g2
=[OH7] +[B1 Ja1 +[B27]a2
where the subscripts refer to the sources of the speciesin the

PBE. Replacing these species concentrations as afunction of
[H3O*] gives

(7-123)

Hs;O"]C Hs;OT]C
[H30+]+[3]b1 [H3O"]Ch2
[H3Of] + Ky = [H3O0F] + K>
_ K, KiCa
~ [H3O*]  [H30*t] + K
K,Cop
_ 7-124
* [H3O*] + K2 ( )

which can be rearranged to
[H3O0"]* + [H3O"]3(Ky 4+ Kz 4 Cpy + Cro) + [H3OT]?
X [K1(Cp2 — Car) + Ko(Cpr — C2) + K1Ko — K]
— [H3O1][K1K2(Car 4+ Ca2) + Kw(K1 + K2)]
— KyKyKy =0 (7-125)

Although this equation is extremely complex, it simplifies
readily when applied to specific systems.

Solutions Containing Two Weak Acids

In systems containing two weak acids, C; and Cy, are zero,
and all termsin Ky, can be ignored in equation (7-125). For
all systems of practical importance, C5; and C, are much
greater than K; and Ky, so the equation simplifies to

[H30"]% + [H30™] (K1 + K2)

— (KiCar + KoC2) =0 (7-126)

If C4 and Cy are both greater than [HzO™], the equation
simplifiesto

[H30"] = VK1Ca + KoCq

(7-127)
[EXAMPLE 7-21|

Calculate pH

What is the pH of a solution containing acetic acid, 0.01 mole/liter,
and formic acid, 0.001 mole/liter? We have

[H301] = V/(1.75 X 10-5)(1.0 x 10—2)+(1.77 X 10—4)(1.0 X 10—3)
=593 x107*M
pH = —10g(5.93 x 107%) = 3.23

Solutions Containing a Salt of a Weak Acid
and a Weak Base

The salt of aweak acid and aweak base, such as ammonium
acetate, dissociates almost completely in aqueous solution to
yield NH4* and Ac™, the NH,4 " isan acid and can be desig-
nated as HB;, and the base Ac~ can be designated as B, in

equations (7-121) and (7-122). Because only a single acid,
HB1, and a single base, B,~, were added to water in con-
centrations C4 and Cyp, respectively, all other stoichiometric
concentration terms in equation (7-115) are zero. In addi-
tion, all terms containing K, are negligibly small and may
be dropped, simplifying the equation to

[H30™1?(K1 + Kz + Crp)
+ [H3OM][K1(Cpz — Car) + K1K2]
— KyK,Coy = O (7-128)

In solutions containing a salt such as ammonium acetate,
Ca = Cp2 = Cs, where Cq isthe concentration of salt added.
In al systems of practical importance, Cs is much greater
than Ky or K, and equation (7-128) simplifiesto

[H301]%Cs + [H301]K 1Kz — K1K,Cs = 0 (7-129)

which is a quadratic equation that can be solved in the usual
manner. |n most instances, however, Cs is much greater than
[H3O™], and the quadratic equation reduces to

[H301] = VK1K> (7-130)

Equations (7-121) and (7-122) illustrate the fact that K; and
K, arenot thesuccessiveacidity constantsfor asinglediprotic
acid system, and equation (7-130) isnot the same asequation
(7-118); instead, K; isthe acidity constant for HB; (Acid;)
and K is the acidity constant for the conjugate acid, HB,
(Acidy), of the base B,~. The determination of Acid; and
Acid, can be illustrated using ammonium acetate and con-
sidering the acid and base added to the system interacting as
follows:

NH4t + AC- = HAc + NH3

Acid; Base, Acidy, Basg
Thus, for thissystem, K; istheacidity constant for theammo-
nium ion and K is the acidity constant for acetic acid.

Calculate pH

Calculate the pH of a 0.01 M solution of ammonium acetate. The
acidity constant for acetic acid is K, = K, = 1.75 x 1073, and the
basicity constant for ammonia is K, = 1.74 x 1075,

(a) K; can be found by dividing Kp, for ammonia into K,,:

(7-131)

1.00 x 10~ 1
[H;01] = V/(5.75 x 10-19) x (1.75 x 10-5)
=1.00 x 107" M

Note that all of the assumptions are valid. We have
pH = —log(1.00 x 10~7) = 7.00

When ammonium succinate isdissolved in water, it disso-
ciates to yield two NH,4* cations and one succinate (S°)
anion. These ions can enter into the following acid—base
equilibrium:

NH,t + &
Acid; Base,

= HS™ + NHs

Acid; Base (7-132)



160

MARTIN'S PHYSICAL PHARMACY AND PHARMACEUTICAL SCIENCES

Inthissystem, Cy, = Cqand C4 = 2Cs, the concentration of
salt added. If Cs ismuch greater than either K, or K5, equation
(7-125) simplifiesto

[H301]? — [H301]Ky — 2K1Ko, =0 (7-133)
and if 2K, is much greater than [H307],
[H301] = V2K K> (7-134)

In this example, equation (7-132) shows that K; is the
acidity constant for the ammonium cation and K, refer-
ring to Acid,, must be the acidity constant for the bisucci-
nate species HS~ or the second acidity constant for succinic
acid.

Ingeneral, when Acid, comesfromapolyproticacidH, A,
equation (7-128) simplifiesto

[H307]? — [H3O0T]K1(n — 1) — nK1K, =0 (7-135)
and

[H30"] = vnKiK;

using the same assumptions that were used in developing
equations (7-132) and (7-133).

It should be pointed out that in deriving equations (7-132)
to (7-136), the base was assumed to be monoprotic. Thus, it
would appear that these equations should not bevalid for salts
such as ammonium succinate or ammonium phosphate. For
all systems of practical importance, however, the solution to
these equations yields a pH value above the final pK, for the
system. Therefore, the concentrations of all species formed
by the addition of more than one proton to a polyacidic base
will be negligibly small, and the assumption of only a one-
proton addition becomes quite valid.

Calculate pH

Calculate the pH of a 0.01M solution of ammonium succinate.
As shown in equation (7-132), K; is the acidity constant for the
ammonium cation, which was found in the previous example to be
5.75 x 10~19, and K, refers to the acid succinate (HS ™) or the second
acidity constant for the succinic acid system. Thus, K, = 2.3 x 1076,
We have

[H307] = v/2(5.75 x 10-10) x (2.3 x 10-6)
=5.14 x 1078
pH = —log(5.14 x 107%) = 7.29

(7-136)

Solutions Containing a Weak Acid and
a Weak Base

In the preceding section, the acid and base were added in
the form of asingle salt. They can be added as two separate
sdlts or an acid and a salt, however, forming buffer solu-
tions whose pH is given by equation (7-130). For example,
consider a solution made by dissolving equimolar amounts
of sodium acid phosphate, NaH,PO,, and disodium citrate,
NapHCsH507, in water. Both salts dissociate to give the

amphoteric species H,PO;~ and HCgHs07%~, causing a
problem in deciding which species to designate as HB; and
whichto designateas B, ™ in equations (7-121) and (7-122).
This problem can be resolved by considering the acidity con-
stants for the two species in question. The acidity constant
for H,PO,~ is7.2 and that for the speciesHCgHs07%~ is6.4.
The citrate species, being more acidic, acts asthe acid in the
following equilibrium:

HCsH50;%~ + HoPO,~ = H3PO4 + CgHs07%~

Acid; Base, Acid, Basg (7-137)

Thus, K1 in equation (7-130) isKj3 for the citric acid system,
and K in equation (7-130) is K; for the phosphoric acid
system.

Calculate pH

What is the pH of a solution containing NaH,PO,4 and disodium
citrate (disodium hydrogen citrate) Na,HCsH;s07, both in a con-
centration of 0.01 M? The third acidity constant for HC4Hs0,2~ is
4.0 x 1077, whereas the first acidity constant for phosphoric acid is
7.5 x 1073, We have

[H;01] = V(4.0 X 10-7) X (7.5 X 10-3)
=548 x 107> M

All assumptions are valid. We find

pH = —log(5.48 x 107°) = 4.26

The equilibrium shown in equation (7-137) illustrates the
fact that the system made by dissolving NaH,PO, and
NaHCsH507 inwater isidentical to that made by dissolving
H3PO,4 and NagCsHsO; in water. In the latter case, Hz3PO, is
HB; and the tricitrate is B,~, and if the two substances are
dissolved in equimolar amounts, equation (7-130) is valid
for the system.

A dlightly different situation arises for equimolar com-
binations of substances such as succinic acid, HoC4H4O4,
and tribasic sodium phosphate, NagPOy,. In this casg, it is
obvious that succinic acid is the acid, which can protonate
the base to yield the species HC4H404~ and HPO,?~. The
acid succinate (pK, 5.63) isastronger acid than HPO4%~ (pK,
12.0), however, and an equilibrium cannot be established
between these species and the species originally added to
water. Instead, the HPO,?~ is protonated by the acid succi-
nate to give C4H40,4%~and H,PO,~. Thisisillustrated in the
following:

H,C4H404 + PO43_ —
HC4H404~ + HPO,*~  (7-138)
HC4H404~ + HPO,%~ = C4H404%~ + HoPO4~

Acid; Base, Base; Acid, (7-139)

Thus, K3 in equation (7-139) is K, for the succinic acid
system, and K, in equation (7-130) is actually K, from the
phosphoric acid system.
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[EXAMPLE 7-25| and

Calculate pH pK’ = pK + log e (7-143)
YHB

Calculate the pH of a solution containing succinic acid and tribasic
sodium phosphate, each at a concentration of 0.01 M. The second
acidity constant for the succinic acid system is 2.3 x 10, The
second acidity constant for the phosphoric acid systemis 6.2 x 108,
Write

@ [H:01] = V(2.3 X 10-6)(6.2 X 10-8)
=378 x 107" M

All assumptions are valid. We have
pH = —10g(3.78 x 1077) = 6.42

(b) Equation (7-130) can also be solved by taking logarithms of
both sides to yield

1
pH = E(pKl + pK>)

1
= 5(5.63 +7.21) = 6.42 (7-140)

Equations(7-138) and (7-139) illustrate thefact that solu-
tions made by dissolving equimolar amounts of H,C4H404
and NagPO4, NaHC4H40,4 and NapoHPO,, or Na,C4H404
and NaH,PO, in water al equilibrate to the same pH and are
identical.

ACIDITY CONSTANTS

One of the most important properties of a drug molecule is
its acidity constant, which for many drugs can be related to
physiologic and pharmacologic activity,’°~12 solubility, rate
of solution,*® extent of binding,* and rate of absorption.'®

Effect of lonic Strength on Acidity Constants

Inthe preceding sections, the solutionswere considered dilute
enough that the effect of ionic strength on the acid—base
equilibria could be ignored. A more exact treatment for the
ionization of aweak acid, for example, would be

HB + H,0 = H3O" + B

oH,0 + OB _ [H30+][B] . )/H30+)/B

K = =
OHB [HB] YHB

(7-141)

where K is the thermodynamic acidity constant, and the
charges on the species have been omitted to make the equa-
tions more general. Equation (7-141) illustrates the fact that
insolving equationsinvolving acidity constants, both the con-
centration and the activity coefficient of each species must
be considered. One way to simplify the problem would be to
define the acidity constant as an apparent constant in terms
of the hydronium ion activity and species concentrations and
activity coefficients, as follows:

Bl v& _ /78

K = apor - VB —
59" [HB] ye VHB

(7-142)

The following form of the Debye—Hiickel equation'® can
be used for ionic strengths up to about 0.3 M:

0.51Z% /1
1+aB /1
where Z; is the charge on the species i. The value of the
constant «B can be taken to be approximately 1 at 25°C, and
Ks is a“salting-out” constant. At moderate ionic strengths,
Ks can be assumed to be approximately the same for both the
acid and its conjugate base.'® Thus, for an acid with charge
Z going to abase with charge Z — 1,

| 05107 - )/
1+

—logy; = Ksut (7-144)

pK" = pK (7-145)

Calculate pK',

Calculate pK’, for citric acid at an ionic strength of 0.01 M. Assume
that pK, = 4.78. The charge on the acidic species is —1. We have

0.51(—3)+/0.01

14 +0.01
= 4.78 — 1.53(0.091) = 4.64

pK, = 4.78 +

If either the acid or its conjugate base is a zwitterion, it
will have a large dipole moment, and the expression for its
activity coefficient must contain a term K, the “salting-in”
constant.!” Thus, for the zwitterion [+ -],

—logy,— = (K; = Ke)u (7-146)

The first ionization of an amino acid such as glycine
hydrochloride involves an acid with a charge of +1 going
to the zwitterion, [+ —]. Combining equations (7-146) and
(7-144) with equation (7-143) gives
0.51/;t
1+
The second ionization step involves the zwitterion going to a

species with a charge of —1. Thus, using equations (7-146),
(7-144), and (7-143) gives

pK; = pK1 + K (7-147)

0.51,/i
1+ /m
The “salting-in” constant, K, is approximately 0.32 for
alpha-amino acids in water and approximately 0.6 for
dipeptides.t” Use of these values for K, enables equations
(7-147) and (7-148) to be used for solutions with ionic
strengths up to about 0.3 M.

The procedureto beused in solving pH problemsinwhich
the ionic strength of the solution must be considered is as
follows:

pKj = pK; — + K (7-148)

(a) Convert all pK values needed for the problem into pK’
values.
(b) Solve the appropriate equation in the usual manner.
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| EXAMPLE 7-27| relationship between K, and K. It is also very important to
Calculate pH understand the conceptsof pH, pK, and pOH and therelation-

Calculate the pH of a 0.01 M solution of acetic acid to which enough
KCl had been added to give an ionic strength of 0.01 M at 25°C. The
pK, for acetic acid is 4.76.

0.51+/0.10

14 +0.10
= 4.76 — 0.12 = 4.64

(b) Taking logarithms of equation (7-99) gives

) pK, = 4.76 —

1
PH = S(pK; —log Cu)
in which we now write pK, as pK';:

1
PH = -(4.64 4 2.00) = 3.32

EXAMPLE 7-28
Calculate pH

Calculate the pH of a 103 M solution of glycine at an ionic strength
of 0.10 at 25°C. The pK, values for glycine are pK; = 2.35 and

0.511/0.10
(@) pK, =235+ —— 7 —"— _(0.32(0.10)
1+ 0.10
=2.35+0.12— 0.03 = 2.44
0.511/0.10
) pK, = 9.78 — ——7—— 1 0.32(0.10)
1+ 0.10

= 9.78 — 0.12 4+ 0.03 = 9.69
(¢) Taking logarithms of equation (7-118) gives

1
pH = E(pKl + pK>)

1
= 5(2.4449.69) = 6.07

CHAPTER SUMMARY

In this chapter, the student is introduced to ionic equilibria
in the pharmaceutical sciences. The Bronsted—-Lowry and
Lewis electronic theories are introduced. The four classes
of solvents (protophilic, protogenic, amphiprotic, and apro-
tic) are described as well. The student should understand the
concepts of acid-base equilibria and the ionization of weak
acids and weak bases. Further, you should be able to use this
theory inyour practice. In other words, you should be able to
calculate dissociation constants K, and K, and understand the

ship between hydrogen ion concentration and pH. Of course,
you should be able to calculate pH. Finally, strong acids and
strong bases were defined and described. You should strive
for aworking understanding of acidity constants.

Practice problems for this chapter can be found at

thePoint.lww.com/Sinko6e.
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BN BUFFERED AND ISOTONIC SOLUTIONS

At the conclusion of this chapter
CHAPTER OBJECTIVES the student should be able to':)

Understand the common ion effect.
Understand the relationship between pH, pK,, and ion-
ization for weak acids and weak bases.
Apply thebuffer equation, al so known asthe Henderson—
Hassel bal ch equation, for aweak acid or baseand itssalt.
Understand therel ationship between activity coefficients
and the buffer equation.
Discussthefactorsinfluencing the pH of buffer solutions.

Understand the concept and be able to calculate buffer
capacity.

Describe the influence of concentration on buffer capa-
city.

Discussthe relationship between buffer capacity and pH
on tissueirritation.

Describe the relationship between pH and solubility.
Describe the concept of tonicity and its importance in
pharmaceutical systems.

Calculate solution tonicity and tonicity adjustments.

2 &

Buffers are compounds or mixtures of compounds that, by
their presencein solution, resist changesin pH upon the addi-
tion of small quantities of acid or akali. The resistanceto a
change in pH is known as buffer action. According to Roos
and Borm,! Koppel and Spiro published the first paper on
buffer action in 1914 and suggested a number of applica
tions, which were later elaborated by Van Slyke.?

If a small amount of a strong acid or base is added to
water or a solution of sodium chloride, the pH is altered
considerably; such systems have no buffer action.

THE BUFFER EQUATION

Common lon Effect and the Buffer Equation for a
Weak Acid and Its Salt

The pH of a buffer solution and the change in pH upon the
addition of an acid or base can be calculated by use of the

&= (EV CONCEP [ IMULLYRAY:
BUFFER?

A combination of a weak acid and its conjugate base (i.e., its
salt) or a weak base and its conjugate acid acts as a buffer. If
1mLof a0.1 N HCl solution is added to 100 mL of pure water,
the pH is reduced from 7 to 3. If the strong acid is added to
a 0.01 M solution containing equal quantities of acetic acid
and sodium acetate, the pH is changed only 0.09 pH units
because the base Ac™ ties up the hydrogen ions according
to the reaction

Ac™ + H;0% = HAc + H,0 (8-1)

If a strong base, sodium hydroxide, is added to the buffer
mixture, acetic acid neutralizes the hydroxyl ions as follows:

HAc + OH™ = H,0 + Ac™ (8-2)

buffer equation. Thisexpression is developed by considering
the effect of asalt on the ionization of aweak acid when the
salt and the acid have an ion in common.

For example, when sodium acetate is added to acetic acid,
the dissociation constant for the weak acid,

_ [HsO™][AcT]

Ky = =175x107°
a [HAC] x

(8-3)
ismomentarily disturbed because the acetate ion supplied by
thesaltincreasesthe[Ac™] terminthenumerator. To reestab-
lish the constant K, at 1.75 x 1072, the hydrogen ion termin
the numerator [H3zO™] is instantaneously decreased, with a
corresponding increase in [HAC]. Therefore, the constant K,
remains unaltered, and the equilibrium is shifted in the direc-
tion of the reactants. Consequently, the ionization of acetic
acid,

HAC + H,0 = HsO" + Ac™ (8-4)

isrepressed upon the addition of the commonion, Ac™. This
is an example of the common ion effect. The pH of the final
solution is obtained by rearranging the equilibrium expres-
sion for acetic acid:

[HAC]
[Ac”]

If the acid is weak and ionizes only dlightly, the expression
[HACc] may be considered to represent the total concentration
of acid, and it is written ssimply as [Acid]. In the dlightly
ionized acidic solution, the acetate concentration [Ac~] can
be considered as having come entirely from the salt, sodium
acetate. Because 1 mole of sodium acetate yields 1 mole of
acetateion, [Ac~] isequal tothetotal salt concentrationandis
replaced by the term [Salt]. Hence, equation (8-5) is written
as

[H30+] = Kj

(8-5)

[Acid]

[H30+] = Ka [Salt]

(8-6)

163
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Equation (8-6) can be expressed in logarithmic form, with
the signsreversed, as

—log [H30%] = —log K, — log [Acid] + log [Salt]  (8-7)

from which is obtained an expression, known as the buffer
equation or the Henderson—-Hasselbalch equation, for aweak
acid and its salt:
[Salt]
[Acid]
The ratio [Acid]/[Salt] in equation (8-6) has been inverted
by undertaking the logarithmic operations in equation (8-7),
and it appears in equation (8-8) as [Salt] /[Acid]. The term
pKa, the negative logarithm of Ky, is called the dissociation
exponent.

The buffer equation is important in the preparation of
buffered pharmaceutical solutions; it is satisfactory for cal-
culations within the pH range of 4 to 10.

EXAMPLE 81

pH Calculation

What is the pH of 0.1 M acetic acid solution, pK, = 4.76? What
is the pH after enough sodium acetate has been added to make the
solution 0.1 M with respect to this salt?

The pH of the acetic acid solution is calculated by use of the
logarithmic form of equation (7-102):

pH = pK, + log (8-8)

1 1
H = -pK, — -1
P 2P a= 3 ogce
pH = 2.38 +0.50 = 2.88

The pH of the buffer solution containing acetic acid and sodium
acetate is determined by use of the buffer equation (8-8):

0.1
pH = 4.76 + log 1= 4.76

It is seen from Example 81 that the pH of the acetic acid solution
has been increased almost 2 pH units; that is, the acidity has been
reduced to about 1/100 of its original value by the addition of an
equal concentration of a salt with a common ion. This example bears
out the statement regarding the repression of ionization upon the
addition of a common ion.

Sometimes it is desired to know the ratio of salt to acid in order
to prepare a buffer of a definite pH. The following example demon-
strates the calculation involved in such a problem.

EXAMPLE 8-2
pH and [Salt] /[Acid] Ratio

What is the molar ratio, [Salt] /[Acid], required to prepare an acetate
buffer of pH 5.0? Also express the result in mole percent.

[Salt]
5.0 =4.76 +1
T log L]

[Salt]

= 5.0—4.76 = 0.24

og [Acid] 5.0 76 =0

[Salt] .

= antilog 0.24 = 1.74
[Acid] antilog

Therefore, the mole ratio of salt to acid is 1.74/1. Mole percent is
mole fraction multiplied by 100. The mole fraction of salt in the
salt-acid mixture is 1.74/(1 4+ 1.74) = 0.635, and in mole percent,
the result is 63.5%.

The Buffer Equation for a Weak Base and Its Salt

Buffer solutions are not ordinarily prepared from weak bases
and their salts because of the volatility and instability of the
bases and because of the dependence of their pH on pKy,
which is often affected by temperature changes. Pharmaceu-
tical solutions—for example, a solution of ephedrine base
and ephedrine hydrochloride—however, often contain com-
binations of weak bases and their salts.

The buffer equation for solutions of weak bases and the
corresponding salts can be derived in amanner analogous to
that for the weak acid buffers. Accordingly,

[Base]
> [salf]

and using the relationship [OH™] = K,,/[H307"], the buffer
equation is obtained

[OH] =K (8-9)

[Base]

H = pKy — pKp + |

(8-10)

EXAMPLE 8-3

Using the Buffer Equation

What is the pH of a solution containing 0.10 mole of ephedrine and
0.01 mole of ephedrine hydrochloride per liter of solution? Since the
PKp of ephedrine is 4.64,

0.10
H = 14.00 — 4.64 + log ——
P tlog 01

pH = 9.36 + log 10 = 10.36

Activity Coefficients and the Buffer Equation

A more exact treatment of buffers begins with the replace-
ment of concentrations by activities in the equilibrium of a
weak acid:

__ AHz0+aac

K _ (YH;0+CH0+) X (YAc-Cac-)
Az =

YHACCHAC

aHAC &-11)
The activity of each species is written as the activity coef-
ficient multiplied by the molar concentration. The activity
coefficient of the undissociated acid, ynac, is essentially 1
and may be dropped. Solving for the hydrogen ion activity
and pH, defined as — log a0+, yields the equations

CHAC

AHy0t = YH30+ X CHor = Ka (8-12)
YAc-CAc-
[Salt]
H=pKy+Ilo lo - 8-13
p pKa+ g[ACid] =+ 109 yac ( )

From the Debye-Huickel expression for an aqueous solu-
tion of a univalent ion at 25°C having an ionic strength not
greater than about 0.1 or 0.2, we write

—0.5./%t
1+ 1

log yac =
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and equation (8-13) then becomes

[Salt]  05/m
[Acid 1+ /&
The general equation for buffers of polybasic acidsis
[Sat]  A@n -1/
[Acid] 1+ /1
where n is the stage of the ionization.

EXAMPLE 8-4
Activity Coefficients and Buffers

A buffer contains 0.05 mole/liter of formic acid and 0.10 mole/liter of
sodium formate. The pKj, of formic acid is 3.75. The ionic strength
of the solution is 0.10. Compute the pH (@) with and (b) without
consideration of the activity coefficient correction.

pH = pKa + log (8-14)

pH = pK, + log

(8-15)

(@)
0.10  0.51/0.10
pH=3.75+1log — — ——~——
0.05 1+ +/0.10
=3.93
(]

0.10
H = 3. log — =4.
P 375+ ogo-05 05

Some Factors Influencing the pH
of Buffer Solutions

The addition of neutral saltsto buffers changesthe pH of the
solution by altering the ionic strength, as shown in equation
(8-13). Changes in ionic strength and hence in the pH of a
buffer solution can also be brought about by dilution. The
addition of water in moderate amounts, although not chang-
ing the pH, may cause a small positive or negative deviation
becauseit alters activity coefficients and because water itself
can act as aweak acid or base. Bates® expressed this quan-
titatively in terms of adilution value, which isthe changein
pH on diluting the buffer solution to one half of its origina
strength. Some dilution values for National Bureau of Stan-
dardsbuffersaregiveninTable 8—1. A positivedilutionvalue
signifies that the pH rises with dilution and a negative value
signifies that the pH decreases with dilution of the buffer.

BUFFER CAPACITY OF SOLUTIONS CONTAINING
EQUIMOLAR AMOUNTS (0.1 M) OF ACETIC ACID
AND SODIUM ACETATE

Moles of pH of Buffer
NaOH Added Solution Capacity, 8

0 4.76

0.01 4.85 0.11
0.02 4.94 0.11
0.03 5.03 0.11
0.04 5.13 0.10
0.05 5.24 0.09
0.06 5.36 0.08

Temperature aso influences buffers. Kolthoff and
Tekelenburg® determined the temperature coefficient of pH,
that is, the changein pH with temperature, for alarge number
of buffers. The pH of acetate buffers was found to increase
with temperature, whereas the pH of boric acid-sodium
borate buffers decreased with temperature. Although thetem-
perature coefficient of acid buffers was relatively small, the
pH of most basi ¢ bufferswas found to change more markedly
with temperature, owing to K, which appearsinthe equation
of basic buffers and changes significantly with temperature.
Bates® referred to several basic buffersthat show only asmall
change of pH with temperature and can be used in the pH
range of 7 to 9. The temperature coefficients for the calomel
electrode are given in the study by Bates.

Drugs as Buffers

It is important to recognize that solutions of drugs that are
weak electrolytes also manifest buffer action. Salicylic acid
solution in a soft glass bottle is influenced by the alkalinity
of the glass. It might be thought at first that the reaction
would result in an appreciable increase in pH; however, the
sodium ions of the soft glass combinewith the salicylateions
to form sodium salicylate. Thus, there arises a solution of
salicylic acid and sodium salicylate—a buffer solution that
resists the change in pH. Similarly, a solution of ephedrine
base manifests a natural buffer protection against reductions
in pH. Should hydrochloric acid be added to the solution,
ephedrine hydrochloride is formed, and the buffer system
of ephedrine plus ephedrine hydrochloride will resist large
changes in pH until the ephedrine is depleted by reaction
with the acid. Therefore, a drug in solution may often act as
its own buffer over a definite pH range. Such buffer action,
however, isoften too weak to counteract pH changes brought
about by the carbon dioxide of the air and the alkalinity of
the bottle. Additional buffers are therefore frequently added
to drug solutions to maintain the system within a certain pH
range. A quantitative measureof theefficiency or capacity of a
buffer to resist pH changeswill bediscussedin alater section.

pH Indicators

Indicators may be considered as weak acids or weak bases
that act like buffers and also exhibit color changes as their
degree of dissociation varies with pH. For example, methyl
red shows its full alkaline color, yellow, at a pH of about 6
and itsfull acid color, red, at about pH 4.

Thedissociation of an acid indicator isgivenin simplified
form as

Hin + H,O <= H3Ot + In-

Acid, Base, Acid, Base, (8-16)
(Acid color) (Alkaline color)
The equilibrium expression is
H3OM][In~
w = Kip (8-17)

[HIn]
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COLOR, pH, AND INDICATOR CONSTANT, pK;,, OF SOME COMMON INDICATORS
Color

Indicator Acid Base pH Range pKin
Thymol blue (acid range) Red Yellow 12-28 15
Methyl violet Blue Violet 15-32 -
Methyl orange Red Yellow 3144 3.7
Bromcresol green Yellow Blue 3854 47
Methyl red Red Yellow 4.2-6.2 5.1
Bromcresol purple Yellow Purple 5.2-6.8 6.3
Bromthymol blue Yellow Blue 6.0-7.6 7.0
Phenol red Yellow Red 6.8-84 7.9
Cresol red Yellow Red 7.2-8.8 8.3
Thymol blue (alkaline range) Yellow Blue 8.0-9.6 8.9
Phenolphthalein Colorless Red 8.3-10.0 9.4
Alizarin yellow Yellow Lilac 10.0-12.0 -
Indigo carmine Blue Yellow 11.6-14 -

Hin is the un-ionized form of the indicator, which gives the
acid color, and In~ is the ionized form, which produces the
basic color. K|, isreferred to as the indicator constant. If an
acid is added to a solution of the indicator, the hydrogen ion
concentration term on the right-hand side of equation (8-16)
isincreased, and the ionization is repressed by the common
ion effect. Theindicator isthen predominantly in the form of
HIn, the acid color. If base is added, [H3O*] is reduced by
reaction of the acid with the base, reaction (8-16) proceeds
to the right, yielding more ionized indicator In—, and the
base color predominates. Thus, the color of an indicator isa
function of the pH of the solution. A number of indicators
with their useful pH ranges are listed in Table 8-2.

Theequilibrium expression (8-16) can betreatedinaman-
ner similar to that for a buffer consisting of aweak acid and
its salt or conjugate base. Hence

[HIn]
[In~]
and because [HIn] represents the acid color of the indicator
and the conjugate base [In~] represents the basic color, these
termscan bereplaced by the concentration expressions[Acid]

and [Base]. The formula for pH as derived from eguation
(8-18) becomes

[H3O+] = Kjn

(8-18)

B [Base]
pH = pK, + log [Acid] (8-19)
Calculate pH

An indicator, methyl red, is present in its ionic form In—, in a con-
centration of 3.20 X 10° M and in its molecular form, HIn, in an
aqueous solution at 25°C in a concentration of 6.78 x 10° M. From
Table 8-2 a pK|,, of 5.1 is observed for methyl red. What is the pH
of this solution? We have

3.20 x 1073

S 477
6.78 x 103

pH = 5.1+ log

Just as a buffer shows its greatest efficiency when pH =
pK3, anindicator exhibitsitsmiddle tint when [Base] /[Acid]
= 1andpH = pK,. The most efficient indicator range, corre-
sponding to the effective buffer interval, is about 2 pH units,
thatis, pK|, & 1. Thereason for the width of this color range
can be explained asfollows. It isknown from experience that
one cannot discern a change from the acid color to the salt
or conjugate base color until the ratio of [Base] to [Acid] is
about 1t0 10. That is, there must be at least 1 part of the basic
color to 10 parts of the acid color beforethe eye can discern a
changein color from acid to alkaline. The pH value at which
this change is perceived is given by the equation

1
pH = pK, + IogE =pKin—1 (8-20)

Conversely, the eye cannot discern achangefromtheaka-
linetotheacid color until theratio of [Base] to[Acid] isabout
10to 1, or

10
pH = pKin + IogT =pKin+1 (8-21)

Therefore, when base is added to a solution of a buffer
in its acid form, the eye first visualizes a change in color
at pKi, — 1, and the color ceases to change any further at
pKn + 1. The effective range of the indicator between itsfull
acid and full basic color can thus be expressed as

pH = pKjn £ 1 (8-22)

Chemical indicators are typically compounds with chro-
mophoresthat can be detected inthevisiblerange and change
color in response to asolution’s pH. Most chemicals used as
indicatorsrespond only to anarrow pH range. Several indica-
tors can be combined to yield so-called universal indicators
just as buffers can be mixed to cover a wide pH range. A
universal indicator is a pH indicator that displays different
colors as the pH transitions from pH 1 to 12. A typical uni-
versal indicator will display acolor rangefrom red to purple.
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For example, a strong acid (pH 0-3) may display as red in
color, an acid (pH 3-6) as orange-yellow, neutral pH (pH 7)
asgreen, akalinepH (pH 8-11) asblue, and purplefor strong
alkaline pH (pH 11-14).

The colorimetric method for the determination of pH is
probably less accurate and less convenient but is also less
expensive than electrometric methods and it can be used in
the determination of the pH of aqueous solutionsthat are not
colored or turbid. This is particularly useful for the study
of acid-base reactions in nonagueous solutions. A note of
caution should be added regarding the colorimetric method.
Becauseindicatorsthemsel vesareacids (or bases), their addi-
tion to unbuffered solutions whose pH is to be determined
will change the pH of the solution. The colorimetric method
is therefore not applicable to the determination of the pH of
sodium chloride solution or similar unbuffered pharmaceu-
tical preparations unless special precautions are taken in the
measurement. Some medicinal solutions and pharmaceutical
vehicles, however, to which no buffers have been added are
buffered by the presence of the drug itself and can withstand
the addition of an indicator without a significant change in
pH. Errorsintheresult can also beintroduced by the presence
of saltsand proteins, and these errors must be determined for
each indicator over the range involved.

Recently, Kong et al.5 reported on arapid method for deter-
mining pK, based on spectrophotometric titration using a
universal pH indicator. Historically, potentiometric titration,
which typically uses pH electrodes, has been the most com-
monly used method for determining pK ; values. Thismethod
takes time and requires the daily calibration of the pH elec-
trode. Spectrophotometrictitration hasthe advantagethat less
sample is required, it is not affected by CO, interference,
and it can provide multiwavel ength absorbance information.
The method can be applied only to compounds with chro-
mophores placed close to the titratable groups. Theindicator
spectra can then be used to calculate the pH value of a solu-
tion from the pK , values, concentration, and molar extinction
coefficients of the indicator species. In contrast to pH elec-
trodes, chemical indicatorsrespond rapidly and do not require
frequent calibration.

BUFFER CAPACITY

Thusfar it hasbeen stated that abuffer counteractsthe change
in pH of a solution upon the addition of a strong acid, a
strong base, or other agents that tend to alter the hydrogen
ion concentration. Furthermore, it has been shown in arather
qualitative manner how combinationsof weak acidsand weak
basestogether with their saltsmanifest thisbuffer action. The
resistance to changes of pH now remains to be discussed in
amore quantitative way.

The magnitude of the resistance of abuffer to pH changes
is referred to as the buffer capacity, . It is aso known
as buffer efficiency, buffer index, and buffer value. Koppel
and Spiro! and Van Slyke? introduced the concept of buffer

capacity and defined it astheratio of the increment of strong
base (or acid) to the small changein pH brought about by this
addition. For the present discussion, the approximate formula

AB

= ApH
can be used, inwhich delta, A, hasits usual meaning, afinite
change, and AB is the small increment in gram equivalents
(g Eqg)/liter of strong base added to the buffer solution to
produce apH change of A pH. According to equation (8-23),
the buffer capacity of a solution has a value of 1 when the
addition of 1 g Eqof strong base(or acid) to 1liter of thebuffer
solution resultsin a change of 1 pH unit. The significance of
thisindex will be appreciated better when it is applied to the
calculation of the capacity of abuffer solution.

(8-23)

Approximate Calculation of Buffer Capacity

Consider an acetate buffer containing 0.1 mole each of acetic
acid and sodium acetate in 1 liter of solution. To this are
added 0.01-mole portions of sodium hydroxide. When the
first increment of sodium hydroxide is added, the concentra-
tion of sodium acetate, the [Salt] term in the buffer equation,
increases by 0.01 mole/liter and the acetic acid concentra-
tion, [Acid], decreases proportionately because each incre-
ment of base converts 0.01 mole of acetic acid into 0.01 mole
of sodium acetate according to the reaction

HAc + NaOH = NaAc + H,O

(01-001) (001)  (0.1+0.01) (8-24)

The changes in concentration of the salt and the acid by
the addition of a base are represented in the buffer equation
(8-8) by using the modified form

[Salt] + [Base]
[Acid] — [Basd]

Before the addition of the first portion of sodium hydro-

xide, the pH of the buffer solution is
01+0
pH = 4.76 + log 01-0" 4.76

The results of the continual addition of sodium hydroxide
are shown in Table 8-1. The student should verify the pH
values and buffer capacities by the use of equations (8-25)
and (8-23), respectively.

As can be seen from Table 8-1, the buffer capacity is not
afixed value for a given buffer system but instead depends
on the amount of base added. The buffer capacity changes as
the ratio log([Salt] /[Acid]) increases with added base. With
the addition of more sodium hydroxide, the buffer capacity
decreases rapidly, and, when sufficient base has been added
to convert the acid completely into sodium ions and acetate
ions, the solution no longer possesses an acid reserve. The
buffer has its greatest capacity before any base is added,
where [Salt]/[Acid] = 1, and, therefore, according to equa-
tion (8-8), pH = pKa. The buffer capacity is aso influenced

pH = pK; + log (8-25)

(8-26)
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by an increase in the total concentration of the buffer con-
stituents because, obviously, agreat concentration of salt and
acid provides a greater alkaline and acid reserve. The influ-
ence of concentration on buffer capacity istreated following
the discussion of Van Slyke's equation.

A More Exact Equation for Buffer Capacity

The buffer capacity calculated from equation (8-23) isonly
approximate. It gives the average buffer capacity over the
increment of base added. Koppel and Spiro* and Van Slyke?
developed a more exact equation,

_ Ka[H3O"]
P =23 Kt H0']7

whereC isthetotal buffer concentration, that is, the sum of the
molar concentrations of the acid and the salt. Equation (8-27)
permits one to compute the buffer capacity at any hydrogen
ion concentration—for example, at the point where no acid
or base has been added to the buffer.

EXAMPLE 86

Calculating Buffer Capacity

At a hydrogen ion concentration of 1.75 x 1073 (pH = 4.76), what
is the capacity of a buffer containing 0.10 mole each of acetic acid
and sodium acetate per liter of solution? The total concentration,
C = [Acid] + [Salt], is 0.20 mole/liter, and the dissociation constant
is 1.75 x 10~3. We have

2.3 x 0.20 x (1.75 x 10~5) x (1.75 x 10~5)
[(1.75 x 10-5) + (1.75 x 10-5)]?

(8-27)

/8:

= 0.115

EXAMPLE 8-7
Buffer Capacity and pH

Prepare a buffer solution of pH 5.00 having a capacity of 0.02. The
steps in the solution of the problem are as follows:

(a) Choose a weak acid having a pKj close to the pH desired. Acetic
acid, pK, = 4.76, is suitable in this case.
(b) The ratio of salt and acid required to produce a pH of 5.00 was
found in Example 8-2 to be [Salt] /[Acid] = 1.74/1.
(c) Use the buffer capacity equation (8-27) to obtain the total buffer
concentration, C = [Salt] + [Acid]:
(1.75 x 107%) x (1 x 1075)
[(1.75 x 10—%) + (1 x 10—9)]?
C = 3.75 x 1072 mole/liter
(d) Finally from (b), [Salt] = 1.74 X [Acid], and from (c),
C = (1.74 X [Acid]) + [Acid]
= 3.75 x 1072 mole/liter

0.02 = 2.3C

Therefore,
[Acid] = 1.37 x 10~2 mole/liter
and
[Salt] = 1.74 X [Acid]
= 2.38 x 10~2 mole/liter

The Influence of Concentration on Buffer Capacity

The buffer capacity is affected not only by the [Salt] /[Acid]
ratio but also by the total concentrations of acid and salt. As
shown in Table 8-1, when 0.01 mole of base is added to a
0.1 molar acetate buffer, the pH increases from 4.76 to 4.85,
for a ApH of 0.09.

If the concentration of acetic acid and sodium acetate is
raisedto 1M, the pH of theoriginal buffer solution remainsat
about 4.76, but now, upon the addition of 0.01 mole of base,
it becomes 4.77, for a ApH of only 0.01. The calculation,
disregarding activity coefficients, is

1.0+0.01
10-0.01

Therefore, an increase in the concentration of the buffer
components results in a greater buffer capacity or efficiency.
This conclusion is aso evident in equation (8-27), where
an increase in the total buffer concentration, C = [Salt] +
[Acid], obviously resultsin a greater value of 8.

pH = 4.76 + log —477  (8-28)

Maximum Buffer Capacity

An equation expressing the maximum buffer capacity can
be derived from the buffer capacity formula of Koppel and
Spiro! and Van Slyke? equation (8-27). The maximum
buffer capacity occurs where pH = pKj, or, in equivalent
terms, where [H30%] = K,. Substituting [HzO™] for K, in
both the numerator and the denominator of equation (8-27)
gives

[H;0']? 2303

fnac = 2303C s = =

C

Brex = 0.576C (8-29)

where C isthe total buffer concentration.

EXAMPLE 8-8

Maximum Buffer Capacity

What is the maximum buffer capacity of an acetate buffer with a
total concentration of 0.020 mole/liter? We have

Bmax = 0.576 x 0.020
= 0.01152 or 0.012

(- NN IM AN BUFFER CAPACITY

The buffer capacity depends on (a) the value of the ratio
[Salt]/[Acid], increasing as the ratio approaches unity, and (b)
the magnitude of the individual concentrations of the buffer
components, the buffer becoming more efficient as the salt
and acid concentrations are increased.
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Neutralization Curves and Buffer Capacity

A further understanding of buffer capacity can be obtained
by considering the titration curves of strong and weak acids
when they are mixed with increasing quantities of alkali. The
reaction of an equivalent of an acid with an equivalent of a
baseiscalled neutralization; it can be expressed according to
the method of Bronsted and Lowry. The neutralization of a
strong acid by astrong base and aweak acid by a strong base
iswritten in the form

Acid; Base, Acid, Base;
H3O"(ClI7) + (Na")OH™ = H,O + H,O+ Na" + ClI~
HAC + (Na")OH™ = H,O + (Na")Ac™

where (H3O™)(CI™) is the hydrated form of HCI in water.
The neutralization of a strong acid by a strong base simply
involves a reaction between hydronium and hydroxyl ions
and is usually written as

H3O" 4+ OH™ = 2H,0 (8-30)

Because (Cl~) and (Na+) appear on both sides of the reac-
tion equation just given, they may be disregarded without
influencing the result. The reaction between the strong acid
and the strong base proceeds almost to completion; however,
the weak acid-strong base reaction is incomplete because
Ac™ reactsin part with water, that is, it hydrolyzes to regen-
erate the free acid.

The neutralization of 10 mL of 0.1 N HCI (curve |) and
10 mL of 0.1 N acetic acid (curve Il) by 0.1 N NaOH is
shown in Figure 8-1. The plot of pH versus milliliters of
NaOH added produces the titration curve. It is computed as
followsfor HCI. Beforethefirst increment of NaOH isadded,
the hydrogen ion concentration of the 0.1 N solution of HCI
is 1071 molelliter, and the pH is 1, disregarding activities

14

12 — T

Excess base

10—
-— Salt
8 -
T
o
6~  Curvell
HAc

0 | | |
0 5 10 15 20

Milliliters of 0.1 N NaOH

Fig.8-1. Neutralization of a strong acid and a weak acid by a strong
base.

and assuming HCI to be completely ionized. The addition
of 5mL of 0.1 N NaOH neutralizes 5 mL of 0.1 N HCl,
leaving 5 mL of the original HCl in 10 + 5 = 15 mL of
solution, or [H30"] = 5/15 x 0.1 = 3.3 x 10~? mole/liter,
and the pH is 1.48. When 10 mL of base has been added, al
the HCI is converted to NaCl, and the pH, disregarding the
difference between activity and concentration resulting from
theionic strength of the NaCl solution, is7. Thisisknown as
the equivalence point of the titration. Curve | in Figure 8-1
results from plotting such data. It is seen that the pH does
not change markedly until nearly all the HCI is neutralized.
Hence, a solution of a strong acid has a high buffer capacity
below a pH of 2. Likewise, a strong base has a high buffer
capacity above apH of 12.

The buffer capacity equations considered thus far have
pertained exclusively to mixtures of weak electrolytes and
their salts. The buffer capacity of a solution of a strong acid
was shown by Van Slyke to be directly proportional to the
hydrogen ion concentration, or

B = 2.303[H30"] (8-31)

The buffer capacity of a solution of a strong baseis simi-
larly proportional to the hydroxyl ion concentration,

B = 2.303[OH"] (8-32)

The total buffer capacity of awater solution of a strong acid
or base at any pH is the sum of the separate capacities just
given, equations (8-31) and (8-32), or

B = 2.303([Hz0*] + [OH™]) (8-33)

EXAMPLE 8-9
Calculate Buffer Capacity

What is the buffer capacity of a solution of hydrochloric acid having
a hydrogen ion concentration of 10~2 mole/liter?

The hydroxyl ion concentration of such a solution is 102, and
the total buffer capacity is

8 = 2.303(107% + 1071%)
B8 = 0.023

The OH™ concentration is obviously so low in this case that it
may be neglected in the calculation.

Threeequationsarenormally usedto obtainthedatafor the
titration curve of aweak acid (curvell of Fig. 8-1), although
asingle equation that is somewhat complicated can be used.
Suppose that increments of 0.1 N NaOH are added to 10 mL
of a0.1 N HAc solution.

(a) ThepH of the solution before any NaOH has been added
is obtained from the equation for aweak acid,

H—lKa 1Ioc
IO—ZIO 29

1
=238— 5 log10~! = 2.88

(b) At the equivalence point, where the acid has been con-
verted completely into sodium ions and acetate ions, the
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pH is computed from the equation for a salt of a weak
acid and strong base in log form:

1 1 1
PH = SPKw + 5pKa + 5 loge

1
=7.00+238+ > log (5 x 1072)
=873

The concentration of the acid is given in the last term
of this equation as 0.05 because the solution has been
reduced to half its original value by mixing it with an
equal volume of base at the equival ence point.

(c) Between these points on the neutralization curve, the
increments of NaOH convert some of the acid to its con-
jugate base Ac™ to form a buffer mixture, and the pH of
the system is calculated from the buffer equation. When
5 mL of base is added, the equivalent of 5 mL of 0.1 N
acidremainsand 5mL of 0.1 N Ac™ isformed, and using
the Henderson—Hassel bal ch equation, we obtain

[Salt]
[Acid]

pH = pK, + log

=476+ Iogg =476

Theslope of the curveisaminimum and the buffer capac-
ity is greatest at this point, where the solution shows the
smallest pH change per g Eq of base added. The buffer
capacity of asolution isthereciprocal of the slope of the
curve at a point corresponding to the composition of the
buffer solution. As seen in Figure 8-1, the slope of the
line is a minimum, and the buffer capacity is greatest at
half-neutralization, where pH = pKa.

Thetitration curve for atribasic acid such as H3PO,4 con-
sists of three stages, as shown in Figure 8-2. These can be
considered asbeing produced by three separateacids (H3z POy,
pK1=2.21; H,PO,;~, pK, = 7.21; and HPO,4?~, pK3 = 12.67)

<~— HPO,2~

~— pK;

pH

<~ H,PO,~

<— pKy

Milliliters of base

Fig. 8-2. Neutralization of a tribasic acid.

0 20 40 60 80 100
Milliliters of 0.2 N NaOH

Fig. 8-3. Neutralization curve for a universal buffer. (From H. T. Brit-
ton, Hydrogen lons, Vol. |, Van Nostrand, New York, 1956, p. 368.)

whose strengths are sufficiently different so that their curves
do not overlap. The curves can be plotted by using the buffer
equation and their endsjoined by smooth linesto producethe
continuous curve of Figure 8-2.

A mixture of weak acidswhose pK, valuesare sufficiently
alike (differing by no morethan about 2 pH units) sothat their
buffer regions overlap can be used as a universal buffer over
awide range of pH values. A buffer of this type was intro-
duced by Britton and Robinson.® The three stages of citric
acid, pK; = 3.15, pKy, = 4.78, and pK3; = 6.40, are suffi-
ciently close to provide overlapping of neutralization curves
and efficient buffering over this range. Adding NaoHPQO,,
whose conjugate acid, H,PO,~, hasapK; of 7.2, diethylbar-
bituricacid, pK1 = 7.91, and boric acid, pK; = 9.24, provides
auniversal buffer that coversthe pH range of about 2.4 to 12.
The neutralization curve for the universal buffer mixture is
linear between pH 4 and 8, as seen in Figure 8-3, because
the successive dissociation constants differ by only a small
value.

A titration curve depends on the ratio of the successive
dissociation constants. Theoretically, when one K is equal to
or lessthan 16 timesthe previous K, that is, when successive
pKs do not differ by greater than 1.2 units, the second ioniza-
tion beginswell before thefirst iscompleted, and thetitration
curveisastraight line with no inflection points. Actualy, the
inflection is not noticeable until one K is about 50 to 100
times that of the previous K value.

The buffer capacity of several acid—salt mixturesis plot-
ted against pH in Figure 8-4. A buffer solution is useful
within a range of about +1 pH unit about the pK, of its
acid, where the buffer capacity is roughly greater than 0.01
or 0.02, as observed in Figure 8—4. Accordingly, the acetate
buffer should be effective over apH range of about 3.8105.8,
and the borate buffer should be effective over arangeof 8.2to
10.2. In each case, the greatest capacity occurswhere [Salt]/
[Acid] = 1 and pH = pK,. Because of interionic effects,
buffer capacities do not in general exceed avalue of 0.2. The
buffer capacity of a solution of the strong acid HCl becomes
marked below a pH of 2, and the buffer capacity of a strong
base NaOH becomes significant above a pH of 12.
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Fig.8-4. The buffer capacity of several buffer systems as a function
of pH. (Modified from R. G. Bates, Electrometric pH Determinations,
Wiley, New York, 1954.)

The buffer capacity of a combination of buffers whose
pK, values overlap to produce a universal buffer is plottedin
Figure 8-5. Itisseen that thetotal buffer capacity > B isthe
sum of the 8 values of the individual buffers. In this figure,
it isassumed that the maximum gsof all buffersin the series
areidentical.

BUFFERS IN PHARMACEUTICAL AND
BIOLOGIC SYSTEMS

In Vivo Biologic Buffer Systems

Blood is maintained at a pH of about 7.4 by the so-called
primary buffersin the plasmaand the secondary buffersinthe
erythrocytes. The plasma contains carbonic acid/bicarbonate
and acid/akali sodium salts of phosphoric acid as buffers.
Plasmaproteins, which behave asacidsin blood, can combine
with bases and so act as buffers. In the erythrocytes, the two
buffer systems consist of hemoglobin/oxyhemoglobin and
acid/alkali potassium salts of phosphoric acid.

Thedissociation exponent pK; for thefirstionization stage
of carbonic acid in the plasma at body temperature and an
ionic strength of 0.16 is about 6.1. The buffer equation for
the carbonic acid/bicarbonate buffer of the blood is

[HCO37]
H=61+loge—>21 (8-34)
P 9TH,c0l
0.08
28
« 0.04f
0.02}-
0 | 1 1 N 1 n
3 4 5 6 7 8 9 10 11
pH

Fig.8-5. The total buffer capacity of a universal buffer as a function
of a pH. (FromI. M. Kolthoff and C. Rosenblum, Acid—Base Indicators,
Macmillan, New York, 1937, p. 29.)

where [H,COz3] represents the concentration of CO, present
as H,COj3 dissolved in the blood. At apH of 7.4, theratio of
bicarbonate to carbonic acid in normal blood plasmais

[HCO5™]

log——
9 [H2cO3]

=74-61=13
or

[HCO37]/[H2CO3] = 20/1 (8-35)
Thisresult checks with experimental findings because the

actual concentrations of bicarbonate and carbonic acid in the

plasma are about 0.025 M and 0.00125 M, respectively.

The buffer capacity of the blood in the physiologic range
pH 7.0 to 7.8 is obtained as follows. According to Peters
and Van Slyke,” the buffer capacity of the blood owing to
hemoglobin and other constituents, exclusive of bicarbonate,
is about 0.025 g equivalents per liter per pH unit. The pH
of the bicarbonate buffer in the blood (i.e., pH 7.4) is rather
far removed from the pH (6.1) where it exhibits maximum
buffer capacity; therefore, the bicarbonate's buffer action is
relatively small with respect to that of the other blood con-
stituents. According to the calculation just given, the ratio
[NaHCOg3]/[H2COg] is 20:1 at pH 7.4. Using equation (8-
27), wefind thebuffer capacity for the bicarbonate system (K
=4 x 10~ ") atapH of 7.4 ([Hs0"] = 4 x 10~8) toberoughly
0.003. Therefore, the total buffer capacity of the blood in the
physiologic range, the sum of the capacities of the various
constituents, is 0.025 + 0.003 = 0.028. Salenius? reported a
value of 0.0318 £ 0.0035 for whole blood, whereas Ellison
et al.° obtained a buffer capacity of about 0.039 g equivalents
per liter per pH unit for whole blood, of which 0.031 was
contributed by the cells and 0.008 by the plasma.

Itisusually life-threatening for the pH of the blood to go
below 6.9 or above 7.8. The pH of the blood in diabetic coma
isaslow as about 6.8.

Lacrimal fluid, or tears, have been found to have a great
degree of buffer capacity, allowing a dilution of 1:15 with
neutral distilled water before an alteration of pH is noticed.™°
Inthe terminology of Bates,* thiswould be referred to today
asdilution value rather than buffer capacity. The pH of tears
is about 7.4, with arange of 7 to 8 or dightly higher. It is
generally thought that eye drops within a pH range of 4 to
10 will not harm the cornea.’> However, discomfort and a
flow of tears will occur below pH 6.6 and above pH 9.0.12
Pure conjunctival fluid is probably more acidic than the tear
fluid commonly used in pH measurements. This is because
pH increasesrapidly when the sampleisremoved for analysis
because of the loss of CO, from the tear fluid.

Urine

The 24-hr urine collection of a normal adult has a pH aver-
aging about 6.0 units; it may be aslow as 4.5 or as high as
7.8. When the pH of the urineisbelow normal values, hydro-
gen ions are excreted by the kidneys. Conversely, when the
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urine is above pH 7.4, hydrogen ions are retained by action
of thekidneysin order to return the pH to its normal range of
values.

Pharmaceutical Buffers

Buffer solutions are used frequently in pharmaceutical prac-
tice, particularly in the formulation of ophthalmic solutions.
They aso find application in the colorimetric determination
of pH and for research studies in which pH must be held
constant.

Gifford™® suggested two stock solutions, one containing
boric acid and the other monohydrated sodium carbonate,
which, when mixed in various proportions, yield buffer solu-
tions with pH values from about 5to 9.

Sorensen*# proposed amixture of the salts of sodium phos-
phate for buffer solutions of pH 6 to 8. Sodium chloride is
added to each buffer mixture to make it isotonic with body
fluids.

A buffer system suggested by Palitzsch'® and modified
by Hind and Goyan'® consists of boric acid, sodium borate,
and sufficient sodium chloride to make the mixtures iso-
tonic. It is used for ophthalmic solutions in the pH range of
7t09.

The buffers of Clark and Lubs,!” based on the original
pH scale of Sorensen, have been redetermined at 25°C by
Bower and Bates'® so as to conform to the present definition
of pH. Between pH 3 and 11, the older values were about
0.04 unit lower than the values now assigned, and at the ends
of the scale, the differences were greater. The original values
were determined at 20°C, whereas most experiments today
are performed at 25°C.

The Clark—Lubs mixtures and their corresponding pH
ranges are as follows:

(a) HCl and KCI, pH 1.2t0 2.2

(b) HCI and potassium hydrogen phthalate, pH 2.2 to 4.0
(c) NaOH and potassium hydrogen phthalate, pH 4.2t0 5.8
(d) NaOH and KH,POy4, pH 5.8t0 8.0

(e) H3BO3, NaOH, and KClI, pH 8.0to 10.0

With regard to mixture (a), consisting of HCl and KClI
and used for the pH range from 1.0 to 2.2, it will be recalled
fromthediscussion of theneutralization curvel in Figure 8—1
that HCI al one has considerabl e buffer efficiency below pH 2.
KCl isaneutral salt and is added to adjust the ionic strength
of the buffer solutions to a constant value of 0.10; the pH
caculated from the equation —log ay™ = —log (y + c)
corresponds closely to the experimentally determined pH.
The role of the KCI in the Clark—Lubs buffer is sometimes
erroneoudly interpreted as that of a salt of the buffer acid,
HCI, corresponding to the part played by sodium acetate as
the salt of the weak buffer acid, HAc. Potassium chloride is
added to (e), the borate buffer, to produce an ionic strength
comparableto that of (d), the phosphate buffer, where the pH
of the two buffer series overlaps.

(e AN ENILINA AN PHOSPHATE
BUFFERED SALINE

There are several variations in the formula for preparing PBS.
Two common examples follow:

Formula One: Take 8 g NaCl, 0.2 g KCI, 1.44 g Na,HPQ,, and
0.24 g KH,P0Q, in 800 mL distilled water. Adjust pH to 7.4 using
HCI. Add sufficient (gs ad) distilled water to achieve 1 liter.

Formula Two: Another variant of PBS. This one is designated
as “10X PBS (0.1 M PBS, pH 7.2)" since it is much more con-
centrated than PBS and the pH is not yet adjusted to pH 7.4.
Take 90 g NaCl, 10.9 g Na;HPQ,4, and 3.2 g NaH,PQ,4 in 1000 mL
distilled water. Dilute 1:10 using distilled water and adjust pH
as necessary.

Many buffers are available today. One of the most com-
mon biological buffers is phosphate buffered saline (PBS).
Phosphate buffered saline contains sodium chloride (NaCl)
and dibasic sodium phosphate (NaPO,). It may also contain
potassium chloride (KCl), monobasic potassium phosphate
(KH2POy), calcium chloride (CaCls,), and magnesium sulfate
(MgSOy).

General Procedures for Preparing
Pharmaceutical Buffer Solutions

The pharmacist may be called upon at timesto prepare buffer
systemsfor whichtheformulasdo not appear intheliterature.
The following steps should be helpful in the development of
anew buffer.

(a) Select aweak acid having a pK, approximately equal to
the pH at which the buffer isto be used. Thiswill ensure
maximum buffer capacity.

(b) From the buffer equation, calculate the ratio of salt
and weak acid required to obtain the desired pH. The
buffer equation is satisfactory for approximate calcula-
tions within the pH range of 4 to 10.

(c) Consider the individual concentrations of the buffer salt
and acid needed to obtain a suitable buffer capacity.
A concentration of 0.05to 0.5 M is usualy sufficient,
and a buffer capacity of 0.01 to 0.1 is generally ade-
quate.
Other factors of someimportancein the choice of aphar-
maceutical buffer includeavailability of chemicals, steril-
ity of thefinal solution, stability of the drug and buffer on
aging, cost of materias, and freedom from toxicity. For
example, aborate buffer, because of itstoxic effects, cer-
tainly cannot be used to stabilize a solution to be admin-
istered orally or parenterally.

Finally, determinethe pH and buffer capacity of the com-

pleted buffered solution using a reliable pH meter. In

some cases, sufficient accuracy is obtained by the use of

(d)

(€)
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pH papers. Particularly when the electrolyte concentra-
tion is high, it may be found that the pH calculated by
use of the buffer equation is somewhat different from the
experimental value. Thisisto be expected when activity
coefficients are not taken into account, and it emphasizes
the necessity for carrying out the actual determination.

Influence of Buffer Capacity and pH on
Tissue Irritation

Friedenwald et al .18 claimed that the pH of solutionsfor intro-
ductionintotheeyemay vary from4.5to 11.5without marked
painor damage. Thisstatement evidently would betrueonly if
the buffer capacity were kept low. Martin and Mims'® found
that Sorensen’s phosphate buffer produced irritation in the
eyes of a number of individuals when used outside the nar-
row pH range of 6.5 to 8, whereas a boric acid solution of
pH 5 produced no discomfort in the eyes of the sameindivid-
uals. Martin and Mims concluded that a pH range of nonir-
ritation cannot be established absolutely but instead depends
upon the buffer employed. In light of the previous discus-
sion, this apparent anomaly can be explained partly in terms
of the low buffer capacity of boric acid as compared with
that of the phosphate buffer and partly to the difference of
the physiologic response to various ion species.

Riegefman and Vaughn®® assumed that the acid-
neutralizing power of tears when 0.1 mL of a 1% solution
of adrug isingtilled into the eye is roughly equivalent to 10
uL of a0.01 N strong base. They pointed out that althoughin
afew cases, irritation of the eye may result from the presence
of the free base form of a drug at the physiologic pH, it is
more often dueto the acidity of the eye solution. For example,
because only one carboxyl group of tartaric acid is neutral-
ized by epinephrine base in epinephrine bitartrate, a 0.06 M
solution of thedrug hasapH of about 3.5. The prolonged pain
resulting frominstilling two dropsof thissolutioninto theeye
is presumably due to the unneutralized acid of the bitartrate,
which requires 10 times the amount of tears to restore the
normal pH of the eye as compared with the result following
two drops of epinephrine hydrochloride. Solutions of pilo-
carpine salts also possess sufficient buffer capacity to cause
pain or irritation owing to their acid reaction when ingtilled
into the eye.

Parenteral solutionsfor injectionintotheblood areusually
not buffered, or they are buffered to a low capacity so that
the buffers of the blood may readily bring them within the
physiologic pH range. If the drugs are to be injected only
in small quantities and at a slow rate, their solutions can be
buffered weakly to maintain approximate neutrality.

According to Mason,?* following oral administration,
aspirin is absorbed more rapidly in systems buffered at low
buffer capacity than in systems containing no buffer or in
highly buffered preparations. Thus, the buffer capacity of the
buffer should be optimized to produce rapid absorption and
minimal gastric irritation of orally administered aspirin.

(e A AEMIIINAAE PARENTERAL
SOLUTIONS

Solutionsto be applied to tissues or administered parenterally
are liable to cause irritation if their pH is greatly different
from the normal pH of the relevant body fluid. Consequently,
the pharmacist must consider this point when formulating
ophthalmic solutions, parenteral products, and fluids to be
applied to abraded surfaces. Of possible greater significance
than the actual pH of the solution is its buffer capacity and
the volume to be used in relation to the volume of body fluid
with which the buffered solution will come in contact. The
buffer capacity of the body fluid should also be considered.
Tissue irritation, due to large pH differences between the
solution being administered and the physiologic environment
in which it is used, will be minimal (a) the lower is the buffer
capacity of the solution, (b) the smaller is the volume used for
a given concentration, and (c) the larger are the volume and
buffer capacity of the physiologic fluid.

In addition to the adjustment of tonicity and pH for oph-
thalmic preparations, similar requirements are demanded for
nasal delivery of drugs. Conventionally, the nasal route has
been used for delivery of drugsfor treatment of local diseases
such asnasal allergy, nasal congestion, and nasal infections.?
The nasal route can be exploited for the systemic delivery
of drugs such as small molecular weight polar drugs, pep-
tides and proteins that are not easily administered via other
routes than by injection, or where a rapid onset of action
is required. Examples include buserelin, desmopressin, and
nafarelin.

Stability versus Optimum Therapeutic Response

For the sake of completeness, some mention must be made
at this point of the effect of buffer capacity and pH on the
stability and therapeutic response of the drug being used in
solution.

As will be discussed later, the undissociated form of a
weakly acidic or basic drug often has a higher therapeutic
activity than that of the dissociated salt form. Thisis because
theformer islipid solubleand can penetrate body membranes
readily, whereas the ionic form, not being lipid soluble, can
penetrate membranesonly with greater difficulty. Thus, Swan
and White?® and Cogan and Kinsey?* observed an increase
in therapeutic response of weakly basic alkaloids (used as
ophthalmic drugs) as the pH of the solution, and hence con-
centration of the undissociated base, was increased. At apH
of about 4, these drugs are predominantly in the ionic form,
and penetration isslow or insignificant. When the tearsbring
thepH to about 7.4, thedrugs may exist to asignificant degree
in the form of the free base, depending on the dissociation
constant of the drug.
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EXAMPLE 8-10

Mole Percent of Free Base

The pKj, of pilocarpine is 7.15 at 25°C. Compute the mole percent
of free base present at 25°C and at a pH of 7.4. We have

C11HisN202 + H,0 = Cy1HygN2O, + OH™

Pilocarpine Pilocarpine
base ion

[Base]
H = pK,, — pK log ———
p PKy — pK, + log [Salt]
[Base]
7.4 = 14.00 — 7.15 + 1
RRCRTT
[Base]
= 7.40 — 14.00 4 7.15 = 0.55
8 TSal] T
[Base]  3.56
[Salt] ~— 1
B
mole percent of base = ﬁ x 100

= [3.56/(1 + 3.56)] x 100 = 78%

Hind and Goyan?® pointed out that the pH for maximum
stability of adrug for ophthalmic use may befar below that of
the optimum physiologic effect. Under such conditions, the
solution of the drug can be buffered at alow buffer capacity
and at a pH that is a compromise between that of optimum
stability and the pH for maximum therapeutic action. The
buffer is adequate to prevent changes in pH due to the alka-
linity of the glass or acidity of CO, from dissolved air. Yet,
when the solution isinstilled in the eye, the tears participate
in the gradual neutralization of the solution; conversion of
the drug occurs from the physiologically inactive form to the
undissociated base. The base can then readily penetrate the
lipoidal membrane. As the base is absorbed at the pH of
the eye, more of the salt is converted into base to preserve
the constancy of pKy; hence, the alkaloidal drug is gradually
absorbed.

pH and Solubility

Sincethe relationship between pH and the solubility of weak
electrolytes is treated elsewhere in the book, it is only nec-
essary to point out briefly the influence of buffering on the
solubility of an alkaloidal base. At alow pH, abaseis pre-
dominantly in the ionic form, which is usually very soluble
in agueous media. As the pH is raised, more undissociated
base is formed, as calculated by the method illustrated in
Example 8-10. When the amount of base exceeds the lim-
ited water solubility of thisform, free base precipitates from
solution. Therefore, the solution should be buffered at a suffi-
ciently low pH so that the concentration of alkaloidal basein
equilibrium withitssalt is calculated to be less than the solu-

bility of thefreebase at the storage temperature. Stabilization
against precipitation can thus be maintained.

BUFFERED ISOTONIC SOLUTIONS

Reference has already been made to in vivo buffer systems,
such as blood and lacrimal fluid, and the desirability for
buffering pharmaceutical solutions under certain conditions.
In addition to carrying out pH adjustment, pharmaceutical
solutions that are meant for application to delicate mem-
branes of the body should a so be adjusted to approximately
the same osmotic pressure as that of the body fluids. Isotonic
solutions cause no swelling or contraction of the tissueswith
which they comein contact and produce no discomfort when
instilled in the eye, nasal tract, blood, or other body tissues.
Isotonic sodium chloride is afamiliar pharmaceutical exam-
ple of such a preparation.

The need to achieve isotonic conditions with solutions to
be applied to delicate membranes is dramatically illustrated
by mixing a small quantity of blood with agueous sodium
chloride solutions of varying tonicity. For example, if asmall
quantity of blood, defibrinated to prevent clotting, is mixed
with asolution containing 0.9 g of NaCl per 100 mL, thecells
retain their normal size. The solution hasessentially the same
salt concentration and hence the same osmotic pressure asthe
red blood cell contents and is said to be isotonic with blood.
If the red blood cells are suspended in a2.0% NaCl solution,
thewater within the cell s passesthrough thecell membranein
an attempt to dilute the surrounding salt solution until the salt
concentrationson both sides of the erythrocyte membraneare
identical. This outward passage of water causes the cells to
shrink and become wrinkled or crenated. The salt solutionin
thisinstanceissaid to be hypertonic with respect to the blood
cell contents. Finaly, if the blood is mixed with 0.2% NaCl
solution or with distilled water, water enters the blood cells,
causing them to swell and finally burst, with the liberation of
hemoglobin. This phenomenon is known as hemolysis, and
the weak salt solution or water is said to be hypotonic with
respect to the blood.

The student should appreciate that thered blood cell mem-
brane is not impermeable to al drugs; that is, it is not a
perfect semipermeable membrane. Thus, it will permit the
passage of not only water molecules but also solutes such
as urea, ammonium chloride, alcohol, and boric acid.?® A
2.0% solution of boric acid has the same osmotic pressure
as the blood cell contents when determined by the freezing
point method and istherefore said to be isosmotic with blood.
The molecules of boric acid pass freely through the erythro-
cyte membrane, however, regardless of concentration. As a
result, this solution acts essentially as water when in con-
tact with blood cells. Becauseiit is extremely hypotonic with
respect to the blood, boric acid solution brings about rapid
hemolysis. Therefore, asolution containing aquantity of drug
calculated to be isosmotic with blood is isotonic only when
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Osmolality and osmolarity are colligative properties thatmeasure
the concentration of the solutes independently of their ability to
cross a cell membrane. Tonicity is the concentration of only the
solutes that cannot cross the membrane since these solutes
exert an osmotic pressure on that membrane. Tonicity is not the
difference between the two osmolarities on opposing sides of the
membrane. A solution might be hypertonic, isotonic, or hypotonic
relative to another solution. For example, the relative tonicity of
blood is defined in reference to that of the red blood cell (RBC)
cytosol tonicity. As such, a hypertonic solution contains a higher
concentration of impermeable solutes than the cytosol of the

the blood cells are impermeabl e to the solute molecules and
permeable to the solvent, water. It is interesting to note that
the mucous lining of the eye acts as a true semipermeable
membrane to boric acid in solution. Accordingly, a 2.0%
boric acid solution serves as an isotonic ophthalmic prepara-
tion.

To overcome this difficulty, Hus??’ suggested that the
term isotonic should be restricted to solutions having equal
osmotic pressures with respect to a particular membrane.
Goyan and Reck? felt that, rather than restricting the use
of the term in this manner, a new term should be introduced
that is defined on the basis of the sodium chloride concentra-
tion. These workers defined the term isotonicity value asthe
concentration of an agueous NaCl solution having the same
colligative properties as the solution in question. Although
all solutions having an isotonicity value of 0.9 g of NaCl
per 100 mL of solution need not necessarily beisotonic with
respect to the living membranes concerned, many of them
areroughly isotonic in this sense, and all may be considered
isotonic across an ideal membrane. Accordingly, the term
isotonic is used with this meaning throughout the present
chapter. Only afew substances—those that penetrate animal
membranes at a sufficient rate—will show exception to this
classification.

e
(©)

RBC; there is a net flow of fluid out of the RBC and it shrinks
(Panel A). The concentration of impermeable solutes in the solu-
tion and cytosol are equal and the RBCs remain unchanged, so
there is no net fluid flow (Panel B). A hypotonic solution contains
a lesser concentration of such solutes than the RBC cytosol and
fluid flows into the cells where they swell and potentially burst
(Panel C). In short, a solution containing a quantity of drug calcu-
lated to be isosmotic with blood is isotonic only when the blood
cells are impermeable to the solute (drug) molecules and perme-
able to the solvent, water.

The remainder of this chapter is concerned with a discus-
sion of isotonic solutions and the means by which they can
be buffered.

Measurement of Tonicity

The tonicity of solutions can be determined by one of two
methods. First, in the hemolytic method, the effect of various
solutions of the drug is observed on the appearance of red
blood cells suspended in the solutions. The various effects
produced have been described in the previous section. Husa
and his associates’’ used this method. In their later work, a
quantitative method developed by Hunter?® was used based
on thefact that ahypotonic solution liberates oxyhemoglobin
in direct proportion to the number of cells hemolyzed. By
such means, the van’t Hoff i factor can be determined and the
value compared with that computed from cryoscopic data,
osmotic coefficient, and activity coefficient.%

Husa found that a drug having the proper i value as mea-
sured by freezing point depression or computed from theoret-
ical equations nevertheless may hemolyze human red blood
cells; it was on this basis that he suggested restriction of
the term isotonic to solutions having equal osmotic pressures
with respect to a particular membrane.
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AVERAGE L;s, VALUES FOR VARIOUS IONIC TYPES*
Type Liso Examples

Nonelectrolytes 1.9 Sucrose, glycerin, urea, camphor
Weak electrolytes 2.0 Boric acid, cocaine, phenobarbital
Di-divalent electrolytes 2.0 Magnesium sulfate, zinc sulfate
Uni-univalent electrolytes 34 Sodium chloride, cocaine hydrochloride, sodium

phenobarbital

Uni-divalent electrolytes 4.3 Sodium sulfate, atropine sulfate
Di-univalent electrolytes 4.8 Zinc chloride, calcium bromide
Uni-trivalent electrolytes 5.2 Sodium citrate, sodium phosphate
Tri-univalent electrolytes 6.0 Aluminum chloride, ferric iodide
Tetraborate electrolytes 7.6 Sodium borate, potassium borate

*From J. M. Wells, J. Am. Pharm. Assoc. Pract. Ed. 5, 99, 1944.

The second approach used to measure tonicity is based
on any of the methods that determine colligative properties
earlier in the book. Goyan and Reck?® investigated various
modifications of the Hill-Baldes technique® for measur-
ing tonicity. This method is based on a measurement of the
dlight temperature differences arising from differencesin the
vapor pressure of thermally insulated samples contained in
constant-humidity chambers.

One of the first references to the determination of the
freezing point of blood and tears (as was necessary to make
solutions isotonic with these fluids) is that of Lumiere and
Chevrotier, in which the values of —0.56°C and —0.80°C
were given, respectively, for the two fluids. Following work
by Pedersen-Bjergaard and coworkers,33* however, itisnow
well established that —0.52°C is the freezing point of both
human blood and lacrimal fluid. This temperature corre-
spondsto the freezing point of 20.90% NaCl solution, which
is therefore considered to be isotonic with both blood and
lacrimal fluid.

Calculating Tonicity Using L, Values

Because the freezing point depressions for solutions of elec-
trolytes of both the weak and strong types are always greater
than those calculated from the equation ATy = Ksc, a new
factor, L = iK;, is introduced to overcome this difficulty.®
The equation, already discussed is

ATi = Lc (8-36)

The L value can be obtained from the freezing point lowering
of solutions of representative compounds of a given ionic
type at a concentration c that is isotonic with body fluids.
This specific value of L iswritten as Lig.

The Lig value for a0.90% (0.154 M) solution of sodium
chloride, which hasafreezing point depression of 0.52°C and
is thus isotonic with body fluids, is 3.4: From

AT;

Lis = —

- (8-37)

we have

0.52°C
L= —~ =34
' 0.154

The interionic attraction in solutions that are not too concen-
trated is roughly the same for al uni-univalent electrolytes
regardlessof the chemical nature of the variouscompounds of
this class, and al have about the same value for Lig,, namely
3.4. As aresult of this similarity between compounds of a
given ionic type, a table can be arranged listing the L value
for each class of electrolytes at a concentration that is iso-
tonic with body fluids. The Lig, values obtained in this way
are given in Table 8-3.

It will be observed that for dilute solutions of nonelec-
trolytes, Lig IS approximately equal to K;. Table 8-3 is used
to obtain the approximate AT¢ for a solution of adrug if the
ionic type can be correctly ascertained. A plot of i K; against
molar concentration of various types of electrolytes, from
which the values of Lig, can be read, is shown in Figure 6-7
(in Chapter 6, “Electrolytes and lonic Equilibrid’).

EXAMPLE 8-11

Freezing Point Lowering

What is the freezing point lowering of a 1% solution of sodium pro-
pionate (molecular weight 96)? Because sodium propionate is a uni-
univalent electrolyte, its Lis, value is 3.4. The molar concentration
of a 1% solution of this compound is 0.104. We have

AT; = 3.4 X 0.104 = 0.35°C (8-38)

Although 1 g/100 mL of sodium propionateisnot theiso-
tonic concentration, it is still proper to use Lig, as a simple
average that agreeswith the concentration range expected for
the finished solution. The selection of L values in this con-
centration region is not sensitive to minor changes in con-
centration; no pretense to accuracy greater than about 10%is
implied or needed in these calculations.
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The calculation of Example 8-11 can be simplified by
expressing molarity c asgrams of drug contained in adefinite
volume of solution. Thus,

, Moles
Molarity = Citer
_ Weightingrams . VolumeinmL (8-39)
Molecular weight = 1000 mL/liter
in g/mole
or
w 1000

wherew isthe grams of solute, MW isthe molecular weight
of the solute, and v is the volume of solution in milliliters.
Substituting in equation (8-36) gives

w x 1000
MW x v

The problemin Example 8-11 can be solved in one operation
by the use of equation (8—41) without the added calculation
needed to obtain the molar concentration:

1 x 1000

96 x 100
=0.35°C

The student is encouraged to derive expressions of this
type; certainly eguations (8—-40) and (8—41) should not be
memorized, for they are not remembered for long. The L
valuescan also beused for cal cul ating sodium chloride equiv-
alents and SprowlsV values, as discussed in subsequent sec-
tions of this chapter.

AT = Lijg X (8-41)

AT =34 x =3.4x0.104

METHODS OF ADJUSTING TONICITY AND pH

One of several methods can be used to cal culate the quantity
of sodium chloride, dextrose, and other substances that may
be added to solutions of drugsto render them isotonic.

For discussion purposes, the methods are divided into two
classes. Inthe class| methods, sodium chloride or some other
substance is added to the solution of the drug to lower the
freezing point of the solution to —0.52°C and thus make
it isotonic with body fluids. Under this class are included
the cryoscopic method and the sodium chloride equivalent
method. In the class || methods, water is added to thedrugin
a sufficient amount to form an isotonic solution. The prepa-
ration isthen brought to itsfinal volume with anisotonic or a
buffered isotonic dilution solution. Included in this class are
the White-Vincent method and the Sprowls method.

Class | Methods

Cryoscopic Method

The freezing point depressions of a number of drug solu-
tions, determined experimentally or theoretically, are given
in Table 8—4. According to the previous section, the freez-
ing point depressions of drug solutions that have not been

determined experimentally can be estimated from theoreti-
cal considerations, knowing only the molecular weight of the
drug and the Lig, value of theionic class.

The calculations involved in the cryoscopic method are
explained best by an example.

EXAMPLE 8-12

Isotonicity

How much sodium chloride is required to render 100 mL of a 1%
solution of apomorphine hydrochloride isotonic with blood serum?
From Table 84 it is found that a 1% solution of the drug has

a freezing point lowering of 0.08°C. To make this solution isotonic
with blood, sufficient sodium chloride must be added to reduce the
freezing point by an additional 0.44°C (0.52°C — 0.08°C). In the
freezing point table, it is also observed that a 1% solution of sodium
chloride has a freezing point lowering of 0.58°C. By the method of
proportion,

1%  0.58°

X = 0‘440,X_ 0.76%

Thus, 0.76% sodium chloride will lower the freezing point the
required 0.44°C and will render the solution isotonic. The solution
is prepared by dissolving 1.0 g of apomorphine hydrochloride and
0.76 g of sodium chloride in sufficient water to make 100 mL of
solution.

Sodium Chloride Equivalent Method
A second method for adjusting the tonicity of pharmaceutical
solutionswas devel oped by Mellen and Seltzer.®® Thesodium
chloride equivalent or, as referred to by these workers, the
“tonicic equivalent” of adrug isthe amount of sodium chlo-
ridethat isequivalent to (i.e., has the same osmotic effect as)
1 g, or other weight unit, of the drug. The sodium chloride
equivalents E for anumber of drugs are listed in Table 8—4.
WhentheE valuefor anew drugisdesired for inclusionin
Table 8—4, it can be calculated from the L;s, value or freezing
point depression of the drug according to formulas derived
by Goyan et a.3” For a solution containing 1 g of drug in
1000 mL of solution, the concentration ¢ expressed in
moles/liter can be written as
1g
€= Molecular weight

and from equation (8-36)

(8-42)

AT = Lisoﬂ

MW
Now, E istheweight of NaCl with the same freezing point
depression as 1 g of the drug, and for a NaCl solution con-

taining E grams of drug per 1000 mL,
E
AT =34——
=345,
where3.4isthels valuefor sodium chlorideand 58.45 isits
molecular weight. Equating these two values of AT; yields

(8-43)

TIo 34— 8-44

MW 58.45 (8-44)

Exq7li® (8-45)
MW
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ISOTONIC VALUES*

Substance MW E \Y, AT Liso
Alcohol, dehydrated 46.07 0.70 233 0.41 1.9
Aminophylline 456.46 0.17 57 0.10 4.6
Amphetamine sulfate 368.49 0.22 7.3 0.13 4.8
Antipyrine 188.22 0.17 5.7 0.10 1.9
Apomorphine hydrochloride 312.79 0.14 4.7 0.08 2.6
Ascorbic acid 176.12 0.18 6.0 0.11 19
Atropine sulfate 694.82 0.13 4.3 0.07 53
Diphenhydramine hydrochloride 291.81 0.20 6.6 0.34 34
Boric acid 61.84 0.50 16.7 0.29 18
Caffeine 194.19 0.08 2.7 0.05 0.9
Dextrose- H,O 198.17 0.16 53 0.09 19
Ephedrine hydrochloride 201.69 0.30 10.0 0.18 3.6
Ephedrine sulfate 428.54 0.23 7.7 0.14 5.8
Epinephrine hydrochloride 219.66 0.29 9.7 0.17 3.7
Glycerin 92.09 0.34 113 0.20 18
Lactose 360.31 0.07 2.3 0.04 1.7
Morphine hydrochloride 375.84 0.15 5.0 0.09 33
Morphine sulfate 758.82 0.14 4.8 0.08 6.2
Neomycin sulfate - 0.11 37 0.06 -

Penicillin G potassium 372.47 0.18 6.0 0.11 39
Penicillin G Procaine 588.71 0.10 33 0.06 35
Phenobarbital sodium 254.22 0.24 8.0 0.14 3.6
Phenol 94.11 0.35 117 0.20 19
Potassium chloride 74.55 0.76 253 0.45 33
Procaine hydrochloride 272.77 0.21 7.0 0.12 34
Quinine hydrochloride 396.91 0.14 4.7 0.08 33
Sodium chloride 58.45 1.00 333 0.58 34
Streptomycin sulfate 1457.44 0.07 2.3 0.04 6.0
Sucrose 342.30 0.08 27 0.05 16
Tetracycline hydrochloride 480.92 0.14 47 0.08 4.0
Urea 60.06 0.59 19.7 0.35 21
Zinc chloride 139.29 0.62 20.3 0.37 51

*The values were obtained from the data of E. R. Hammarlund and K. Pedersen-Bjergaard, J. Am. Pharm. Assoc. Pract. Ed. 19, 39, 1958; J. Am. Pharm. Assoc. Sci.
Ed. 47, 107, 1958; and other sources. The values vary somewhat with concentration, and those in the table are for 1% to 3% solutions of the drugs in most instances. A
complete table of E and AT; valuesis found in the Merck Index, 11th Ed., Merck, Rahway, N. J., 1989, pp. MISC-79 to MISC-103. For the most recent results of

Hammarlund, see J. Pharm. Sci. 70, 1161, 1981; 78, 519, 1989.

Key: MW = molecular weight of the drug; E = sodium chloride equivalent of the drug; V = volume in mL of isotonic solution that can be prepared by adding water to
0.3 g of the drug (the weight of drug in 1 fluid ounce of a 1% solution); AT;1% = freezing point depression of a 1% solution of the drug; Lis, = the molar freezing
point depression of the drug at a concentration approximately isotonic with blood and lacrimal fluid.

fThe full table is available at the book’s companion website at thepoint.lww.com/Sinko6e.

EXAMPLE 8-13

Sodium Chloride Equivalents

Calculate the approximate E value for a new amphetamine
hydrochloride derivative (molecular weight 187).
Because this drug is a uni-univalent salt, it has an Lis, value of
3.4. Its E value is calculated from equation (8—45):
3.4

E=17— =031
187

Calculations for determining the amount of sodium chlo-
ride or other inert substance to render a solution isotonic
(across an ideal membrane) simply involve multiplying the
quantity of each drug in the prescription by its sodium
chloride equivalent and subtracting this value from the

concentration of sodium chloride that is isotonic with body
fluids, namely, 0.9 g/100 mL.

EXAMPLE 8-14
Tonicity Adjustment

A solution contains 1.0 g of ephedrine sulfate in a volume of 100 mL.
What quantity of sodium chloride must be added to make the solu-
tion isotonic? How much dextrose would be required for this pur-
pose?

The quantity of the drug is multiplied by its sodium chloride
equivalent, E, giving the weight of sodium chloride to which the
quantity of drug is equivalent in osmotic pressure:

Ephedrine sulfate: 1.0g x 0.23 = 0.23 g

The ephedrine sulfate has contributed a weight of material
osmotically equivalent to 0.23 g of sodium chloride. Because a total
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of 0.9 g of sodium chloride is required for isotonicity, 0.67 g (0.90 —
0.23 g) of NaCl must be added.

If one desired to use dextrose instead of sodium chloride to adjust
the tonicity, the quantity would be estimated by setting up the follow-
ing proportion. Because the sodium chloride equivalent of dextrose
is 0.16,

1 g dextrose X
0.16g NaCl ~ 0.67 g NaCl
X = 4.2 g of dextrose

Other agentsthan dextrose can of course beused to replace
NaCl. It is recognized that thimerosal becomes less stable
in eye drops when a halogen salt is used as an “isotonic
agent” (i.e., an agent like NaCl ordinarily used to adjust the
tonicity of a drug solution). Reader®® found that mannitol,
propylene glycol, or glycerin—isotonic agents that did not
haveadetrimental effect onthestability of thimerosal—could
serve as dternatives to sodium chloride. The concentration
of these agents for isotonicity is readily calculated by use of
the equation (see Example 8-14)

B Y (Additional amount of NaCl for isotonicity)
" E(Grams of NaCl equivalent to 1 g of the isotonic agent)
(8-46)

where X isthe grams of isotonic agent required to adjust the
tonicity, Y is the additional amount of NaCl for isotonicity
over and above the osmotic equivalence of NaCl provided
by the drugs in the solution, and E is the sodium chloride
equivalence of the isotonic agent.

EXAMPLE 8-15

Isotonic Solutions

Let us prepare 200 mL of an isotonic aqueous solution of thimerosal,
molecular weight 404.84 g/mole. The concentration of this anti-
infective drug is 1:5000, or 0.2 g/1000 mL. The Lis, for such a com-
pound, a salt of a weak acid and a strong base (a 1:1 electrolyte), is
3.4, and the sodium chloride equivalent E is
Liso —17 3.4
MW 404.84

The quantity of thimerosal, 0.04 g for the 200-mL solution, mul-
tiplied by its E value gives the weight of NaCl to which the drug is
osmotically equivalent:

0.04 g thimerosal x 0.143 = 0.0057 g of NaCl

E =17 =0.143

Because the total amount of NaCl needed for isotonicity is
0.9 g/100 mL, or 1.8 g for the 200-mL solution, and because an
equivalent of 0.0057 g of NaCl has been provided by the thimerosal,
the additional amount of NaCl needed for isotonicity, Y, is

Y = 1.80 g NaCl needed — 0.0057 g NaCl supplied by the drug
=1.7%¢g

This is the additional amount of NaCl needed for isotonicity. The
result, 1.8 g of NaCl, shows that the concentration of thimerosal is
so small that it contributes almost nothing to the isotonicity of the
solution. Thus, a concentration of 0.9% NaCl, or 1.8 g/200 mL, is
required.

However, from the work of Reader*® we know that sodium chlo-
ride interacts with mercury compounds such as thimerosal to reduce
the stability and effectiveness of this preparation. Therefore, we
replace NaCl with propylene glycol as the isotonic agent.

From equation (8-45) we calculate the E value of propylene gly-
col, a nonelectrolyte with an Lis, value of 1.9 and a molecular weight
of 76.09 g/mole:

1.9

E=17T—7- =0.42
76.09
Using equation (8-46), X = Y/E, we obtain
1.794
=——=43
0.42 8

where X = 4.3 g is the amount of propylene glycol required to adjust
the 200-mL solution of thimerosal to isotonicity.

Class Il Methods

White—Vincent Method

The class |1 methods of computing tonicity involve the addi-
tion of water to the drugs to make an isotonic solution,
followed by the addition of an isotonic or isotonic-buffered
diluting vehicletobring thesol utionto thefinal volume. Stim-
ulated by the need to adjust the pH in addition to the tonicity
of ophthalmic solutions, White and Vincent®® developed a
simplified method for such calculations. The derivation of
the equation is best shown as follows.

Suppose that one wishes to make 30 mL of a 1% solution
of procaine hydrochloride isotonic with body fluid. First, the
weight of the drug, w, is multiplied by the sodium chloride
equivalent, E:

0.3g x 0.21 = 0.063¢g (8-47)

Thisisthequantity of sodium chloride osmotically equival ent
to 0.3 g of procaine hydrochloride.

Second, it is known that 0.9 g of sodium chloride, when
dissolved in enough water to make 100 mL, yieldsasolution
that isisotonic. The volume, V, of isotonic solution that can
be prepared from 0.063 g of sodium chloride (equivalent to
0.3 g of procaine hydrochloride) is obtained by solving the
proportion

09g  0.063g
_ 4
100 mL Vv (8-48)
100
V = 0.063 x —— 8-49
* 0.9 (6-49)
V = 7.0mL (8-50)

In equation (8-49), the quantity 0.063 is equal to the weight
of drug, w, multiplied by the sodium chloride equivalent, E,
as seen in equation (8—47). The value of the ratio 100/0.9 is
111.1. Accordingly, equation (8-49) can be written as

V=wxE x 1111 (8-51)

where V is the volume in milliliters of isotonic solution that
may be prepared by mixing the drug with water, w is the
weight in grams of the drug given in the problem, and E
is the sodium chloride equivalent obtained from Table 8—4.
The constant, 111.1, represents the volume in milliliters of
isotonic solution obtained by dissolving 1 g of sodium chlo-
ridein water.
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The problem can be solved in one step using equation
(8-51):

V =03x021x 1111
V =7.0mL

To complete theisotonic solution, enough isotonic sodium
chloride solution, another isotonic solution, or an isotonic-
buffered diluting solution is added to make 30 mL of the
finished product.

When more than oneingredient iscontained in anisotonic
preparation, the volumes of isotonic solution, obtained by
mixing each drug with water, are additive.

EXAMPLE 8-16

Isotonic Solutions

Make the following solution isotonic with respect to an ideal mem-
brane:

Phenacaine hydrochloride ................cooiiiiiiiiat, 0.06 g
Boricacid .....ocoiuiiiiii e 0.30g
Sterilized distilled water, enough to make ............... 100.0 mL

V = [(0.06 x 0.20) + (0.3 x 0.50)] x 111.1
V = 18mL
The drugs are mixed with water to make 18 mL of an isotonic solu-

tion, and the preparation is brought to a volume of 100 mL by adding
an isotonic diluting solution.

The Sprowls Method

A further simplification of the method of White and Vincent
was introduced by Sprowls.*° He recognized that equation
(8-51) could be used to construct atable of values of V when
theweight of thedrug, w, wasarbitrarily fixed. Sprowlschose
as the weight of drug 0.3 g, the quantity for 1 fluid ounce of
a 1% solution. The volume, V, of isotonic solution that can
be prepared by mixing 0.3 g of a drug with sufficient water
can be computed for drugs commonly used in ophthalmic and
parenteral solutions. Themethod asdescribed by Sprowls™ is
further discussed in several reports by Martin and Sprowls.*!
Thetable can befound inthe United States Pharmacopeia. A
modification of the original table was made by Hammarlund
and Pedersen-Bjergaard® and the values of V are given in
column 4 of Table 8—4, where the volume in milliliters of
isotonic solution for 0.3 g of the drug, the quantity for 1 fluid
ounce of a 1% solution, is listed. (The volume of isotonic
solution in millilitersfor 1 g of the drug can aso belisted in
tabular form if desired by multiplying the values in column
4 by 3.3.) The primary quantity of isotonic solution isfinaly
brought to the specified volume with the desired isotonic or
isotonic-buffered diluting solutions.

CHAPTER SUMMARY

Buffers are compounds or mixtures of compounds that, by
their presencein solution, resist changesin pH upon the addi-
tion of small quantities of acid or alkali. The resistanceto a

changein pH is known as buffer action. If asmall amount of
astrong acid or baseisadded to water or asolution of sodium
chloride, thepH isaltered considerably; such systemshaveno
buffer action. In this chapter, the theory of bufferswasintro-
duced as were severa formulas for making commonly used
buffers. Finally, the important concept of tonicity was intro-
duced. Pharmaceutical buffers must usually be madeisotonic
so that they cause no swelling or contraction of biological
tissues, which would lead to discomfort in the patient being
treated.

Practice problems for this chapter can be found at

thePoint.lww.com/Sinko6e.
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B SOLUBILITY AND DISTRIBUTION

PHENOMENA

At the conclusion of this chapter
CHAPTER OBJECTIVES the student should be able to':)

Define saturated solution, solubility, and unsaturated
solution.
Describe and give examples of polar, nonpolar, and
semipolar solvents.
Define complete and partial miscibility.
Understand the factors controlling the solubility of weak
electrolytes.

Describe the influence of solvents and surfactants on
solubility.

Define thermodynamic, kinetic, and intrinsic solubility.
M easure thermodynamic solubility.

Describe what a distribution coefficient and partition
coefficient are and their importance in pharmaceutical
systems.

OSE &

GENERAL PRINCIPLES
Introduction'™*

Solubility is defined in quantitative terms as the concentra-
tion of solutein a saturated solution at a certain temperature,
and in aqualitative way, it can be defined as the spontaneous
interaction of two or more substances to form a homoge-
neousmolecular dispersion. Solubility isanintrinsic material
property that can be atered only by chemical modification of
the molecule.! In contrast to this, dissolution is an extrinsic
material property that can beinfluenced by various chemical,
physical, or crystallographic means such as complexation,
particle size, surface properties, solid-state modification, or
sol ubilization enhancing formul ation strategies.! Dissolution
is discussed in Chapter 13. Generally speaking, the solubil-
ity of a compound depends on the physical and chemical
properties of the solute and the solvent as well as on such
factors as temperature, pressure, the pH of the solution, and,
to a lesser extent, the state of subdivision of the solute. Of
the nine possible types of mixtures, based on the three states
of matter, only liquidsin liquids and solids in liquids are of
everyday importance to most pharmaceutical scientists and
will be considered in this chapter.

For the most part, this chapter will deal with the thermo-
dynamic solubility of drugs (Fig. 9-1). The thermodynamic
solubility of adruginasolvent isthe maximum amount of the
most stablecrystallineformthat remainsin solutioninagiven
volume of the solvent at a given temperature and pressure
under equilibrium conditions.* The equilibrium involves a
balance of the energy of threeinteractions against each other:
(1) solvent with solvent, (2) solutewith solute, and (3) solvent
and solute. Thermodynamic equilibriumisachieved whenthe
overall lowest energy state of the system is achieved. This
means that only the equilibrium solubility reflects the bal-
ance of forces between the solution and the most stable, low-
est energy crystallineform of thesolid. Inpractical terms, this
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means that one needs to be careful when evaluating adrug’'s
solubility. For example, let us say that you want to deter-
mine the solubility of a drug and that you were not aware
that it was not in its crystalline form. It iswell known that a
metastable solid form of a drug will have a higher apparent
solubility. Given enough time, the limiting solubility of the
most stableform will eventually dominate and since the most
stable crystal form has the lowest solubility, this means that
there will be excess drug in solution resulting in a precip-
itate. So, initially you would record a higher solubility but
after a period of time the solubility that you measure would
be significantly lower. As you can imagine, this could lead
to serious problems. Thiswas vividly illustrated by Abbott’s
antiviral drug ritonavir where the slow precipitation of anew
stable polymorph from dosing solutions required the man-
ufacturer to perform an emergency reformulation to ensure
consistent drug release characteristics.>*

(- NN IN AN SOLUTIONS AND
SOLUBILITY

A saturated solution is one in which the solute in solution
is in equilibrium with the solid phase. Solubility is defined
in quantitative terms as the concentration of solute in a
saturated solution at a certain temperature, and in a qual-
itative way, it can be defined as the spontaneous interac-
tion of two or more substances to form a homogeneous
molecular dispersion. An unsaturated or subsaturated solu-
tion is one containing the dissolved solute in a concentration
below that necessary for complete saturation at a definite
temperature. A supersaturated solution is one that contains
more of the dissolved solute than it would normally con-
tain at a definite temperature, were the undissolved solute
present.
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Fig. 9-1. The intermolecular forces that determine thermodynamic solubility. (a) Solvent and solute
are segregated, each interacts primarily with other molecules of the same type. (b) To move a solute
molecule into solution, the interactions among solute molecules in the crystal (lattice energy) and
among solventmoleculesinthe space required to accommodate the solute (cavitation energy) mustbe
broken. The system entropyincreases slightly because the ordered network of hydrogen bonds among
solvent molecules has been disrupted. (c) Once the solute molecule is surrounded by solvent, new
stabilizing interactions between the solute and solvent are formed (solvation energy), as indicated by
the dark purple molecules. The system entropy increases owing to the mingling of solute and solvent
(entropy of mixing) but also decreases locally owing to the new short-range order introduced by the
presence of the solute, as indicated by the light purple molecules.”* (Adapted from Bhattachar et al.

2006.%)

Solubility Expressions

The solubility of a drug may be expressed in a number of
ways. The United States Pharmacopeia (USP) describes the
solubility of drugs as parts of solvent required for one part
solute. Solubility is also quantitatively expressed in terms
of molality, molarity, and percentage. The USP describes
solubility using the seven groups listed in Table 9-1. The
European Pharmacopoeia lists six categories (it does not use
the practically insoluble grouping). For exact solubilities of
many substances, the reader isreferred to standard reference
works such as official compendia (e.g., USP) and the Merck
Index.

SOLVENT—SOLUTE INTERACTIONS

The pharmacist knows that water is a good solvent for salts,
sugars, and similar compounds, whereasmineral oil isoftena
solvent for substances that are normally only slightly soluble

TABLE 9-1

in water. These empirical findings are summarized in the
statement, “like dissolves like.” Such a maxim is satisfying
to most of us, but the inquisitive student may be troubled by
this vague idea of “likeness.”

Polar Solvents

The solubility of adrugisdueinlarge measureto the polarity
of thesolvent, that is, to itsdipole moment. Polar solventsdis-
solve ionic solutes and other polar substances. Accordingly,
water mixesinall proportionswith alcohol and dissolves sug-
ars and other polyhydroxy compounds. Hildebrand showed,
however, that a consideration of dipole moments aone is
not adequate to explain the solubility of polar substancesin
water. The ability of the solute to form hydrogen bonds is
afar more significant factor than is the polarity as reflected
in a high dipole moment. Water dissolves phenals, acohols,
aldehydes, ketones, amines, and other oxygen- and nitrogen-
containing compounds that can form hydrogen bonds with
water:

SOLUBILITY DEFINITION IN THE UNITED STATES PHARMACOPEIA

Description Forms

Parts of Solvent Required

Solubility Range Solubility Assigned

(Solubility Definition) for One Part of Solute (mg/mL) (mg/mL)
Very soluble (VS) <1 >1000 1000
Freely soluble (FS) From 1to 10 100-1000 100
Soluble From 10 to 30 33-100 33
Sparingly soluble (SPS) From 30 to 100 10-33 10
Slightly soluble (SS) From 100 to 1000 1-10 1
Very dslightly soluble (VSS) From 1000 to 10,000 0.1-1 0.1
Practically insoluble (PI) >10,000 <0.1 0.01
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Aldehyde

Amine

A differencein acidic and basic character of the constituents
in the Lewis electron donor—acceptor sense also contributes
to specific interactionsin solutions.

In addition to the factors already enumerated, the solubil-
ity of asubstance also depends on structural features such as
the ratio of the polar to the nonpolar groups of the molecule.
As the length of a nonpolar chain of an aliphatic acohol
increases, the solubility of the compound in water decreases.
Straight-chain monohydroxy alcohols, aldehydes, ketones,
and acidswith morethan four or five carbons cannot enter into
the hydrogen-bonded structure of water and hence are only
dightly soluble. When additional polar groups are present
in the molecule, as found in propylene glycol, glycerin, and
tartaric acid, water solubility increases greatly. Branching of
the carbon chain reduces the nonpolar effect and leads to
increased water solubility. Tertiary butyl alcohol is miscible
in al proportions with water, whereas n-butyl alcohol dis-
solves to the extent of about 8 g/100 mL of water at 20°C.

Nonpolar Solvents

The solvent action of nonpolar liquids, such asthe hydrocar-
bons, differsfrom that of polar substances. Nonpolar solvents
are unable to reduce the attraction between the ions of strong
and weak electrolytes because of the solvents low dielec-
tric constants. Nor can the solvents break covalent bonds and
ionize weak electrolytes, because they belong to the group
known as aprotic solvents, and they cannot form hydrogen
bridges with nonelectrolytes. Hence, ionic and polar solutes
are not soluble or are only slightly soluble in nonpolar sol-
vents.

Nonpolar compounds, however, can dissolve nonpolar
soluteswith similar internal pressuresthrough induced dipole
interactions. The solute molecules are kept in solution by the
weak van der Waals-London type of forces. Thus, oils and
fats dissolve in carbon tetrachloride, benzene, and mineral

@&== (FV CONCEP [ BILILIRING

The simple maxim that /ike dissolves like can be rephrased by
stating thatthe solubility of a substance can be predicted only
in a qualitative way in most cases and only after consider-
ations of polarity, dielectric constant, association, solvation,
internal pressures, acid—base reactions, and other factors. In
short, solubility depends on chemical, electrical, and struc-
tural effects that lead to mutual interactions between the
solute and the solvent.

oil. Alkaloidal basesand fatty acids also dissolve in nonpolar
solvents.

Semipolar Solvents

Semipolar solvents, such as ketones and a cohols, can induce
a certain degree of polarity in nonpolar solvent molecules,
so that, for example, benzene, which is readily polarizable,
becomes soluble in acohol. In fact, semipolar compounds
can act as intermediate solvents to bring about miscibility of
polar and nonpolar liquids. Accordingly, acetone increases
the solubility of ether in water. Loran and Guth® studied the
intermediate solvent action of acohol on water—castor oil
mixtures. Propylene glycol has been shown to increase the
mutual solubility of water and peppermint oil and of water
and benzyl benzoate.®

A number of common solvent types are listed in the order
of decreasing “polarity” in Table 9-2, together with corre-
sponding soluteclasses. Thetermpolarity isloosely used here
to represent not only the dielectric constants of the solvents
and solutes but also the other factors enumerated previously.

SOLUBILITY OF LIQUIDS IN LIQUIDS

Frequently two or more liquids are mixed together in the
preparation of pharmaceutical solutions. For example, alco-
hol is added to water to form hydroalcoholic solutions of
various concentrations; volatile oils are mixed with water to
form dilute solutions known as aromatic waters; volatile oils
are added to alcohal to yield spirits and elixirs; ether and
alcohol are combined in collodions; and various fixed oils
are blended into lotions, sprays, and medicated oils. Liquid—
liquid systemscan bedivided into two categoriesaccording to
the solubility of the substances in one another: (a) complete
miscibility and (b) partial miscibility. The term miscibility
refersto the mutual solubilities of the componentsin liquid—
liquid systems.

Complete Miscibility

Polar and semipolar solvents, such aswater and alcohol, glyc-
erin and alcohol, and alcohol and acetone, are said to be
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POLARITY OF SOME SOLVENTS AND THE SOLUTES THAT READILY DISSOLVE IN EACH CLASS OF SOLVENT
Dielectric Constant
of Solvent, e
(Approximately) Solvent Solute
Decreasing Polarity 80 Water Inorganic salts, organic salts Decreasing Water
Solubility
J 50 Glycols Sugars, tannins J
30 Methyl and ethyl alcohols Caster ail, waxes
20 Aldehydes, ketones, and higher Resins, volatile ails, weak
alcohals, ethers, esters, and electrolytesincluding
oxides barbiturates, akaloids, and
phenols
5 Hexane, benzene, carbon Fixed oils, fats, petrolatum,
tetrachloride, ethyl ether, paraffin, other hydrocarbons
petroleum ether
0 Mineral oil and fixed vegetable oils

completely miscible because they mix in al proportions.
Nonpolar solvents such as benzene and carbon tetrachlo-
ride are also completely miscible. Completely miscible lig-
uid mixturesin general create no solubility problemsfor the
pharmacist and need not be considered further.

Partial Miscibility

When certain amounts of water and ether or water and phe-
nol are mixed, two liquid layers are formed, each containing
some of the other liquid in the dissolved state. The phenol—
water system has been discussed in detail in Chapter 2, and
the student at this point should review the section dealing
with the phase rule. It is sufficient here to reiterate the fol-
lowing points. (a) The mutual solubilities of partially misci-
bleliquidsareinfluenced by temperature. In asystem such as
phenol and water, the mutual solubilities of thetwo conjugate
phasesincrease with temperature until, at the critical solution
temperature (or upper consol ute temperature), the composi-
tions become identical. At this temperature, a homogeneous
or single-phase system is formed. (b) From a knowledge of
the phase diagram, more especially the tie lines that cut the
binodal curve, it is possible to calculate both the composi-
tion of each component in the two conjugate phases and the
amount of one phaserelative to the other. Example 9-1 gives
anillustration of such acalculation.

Component Weights

A mixture of phenol and water at 20°C has a total composition
of 50% phenol. The tie line at this temperature cuts the binodal at
points equivalent to 8.4% and 72.2% w/w phenol. What is the weight
of the aqueous layer and of the phenol layer in 500 g of the mixture
and how many grams of phenol are present in each of the two layers?

Let Z be the weight in grams of the aqueous layer. Therefore,
500 — Z is the weight in grams of the phenol layer, and the sum of

the percentages of phenol in the two layers must equal the overall
composition of 50%, or 500 x 0.50 = 250 g. Thus,
Z(8.4/100) + (500 — Z)(72.2/100) = 250
Weight of aqueous layer, Z = 174 g
Weight of phenol layer, 500 — Z = 326 g
Weight of phenol in the aqueous layer, 174 X 0.084 = 15 g
Weight of phenol in the phenolic layer, 326 x 0.722 =235 g

Inthe case of someliquid pairs, the solubility canincrease
as the temperature is lowered, and the system will exhibit a
lower consolute temperature, below which the two members
are soluble in all proportions and above which two separate
layers form. Another type, involving afew mixtures such as
nicotine and water, shows both an upper and a lower con-
solute temperature with an intermediate temperature region
in which the two liquids are only partially miscible. A final
type exhibits no critical solution temperature; the pair ethyl
ether and water, for example, has neither an upper nor alower
consol ute temperature and shows partial miscibility over the
entire temperature range at which the mixture exists.

Three-Component Systems

The principles underlying systemsthat can contain one, two,
or three partially miscible pairs have been discussed in detail
in Chapter 2. Further examples of three-component systems
containing one pair of partially miscible liquids are water,
CCly,, and acetic acid; and water, phenol, and acetone. Loran
and Guth® studied the three-component system consisting
of water, castor oil, and alcohol and determined the proper
proportions for use in certain lotions and hair preparations;
a triangular diagram is shown in their report. A similar
titration with water of a mixture containing peppermint oil
and polyethylene glycol is shown in Figure 9-2.% Ternary
diagrams have also found use in cosmetic formulations
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Fig. 9-2. Atriangular diagram showing the solubility of peppermint
oil in various proportions of water and polyethylene glycol.

involving threeliquid phases.” Gorman and Hall® determined
theternary-phase diagram of the system of methyl salicylate,
isopropanol, and water (Fig. 9-3).

SOLUBILITY OF SOLIDS IN LIQUIDS

Systems of solids in liquids include the most frequently
encountered and probably the most important type of phar-
maceutical solutions. Many important drugs belong to the
class of weak acids and bases. They react with strong acids
and bases and, within definite ranges of pH, exist asionsthat
are ordinarily soluble in water.

Although carboxylic acids containing more than five car-
bons are relatively insoluble in water, they react with dilute
sodium hydroxide, carbonates, and bicarbonates to form sol-
uble salts. The fatty acids containing more than 10 carbon

Immiscible
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<«——Methyl salicylate (% by weight) ——

Fig.9-3. Triangular phase diagram for the three-component system
methyl salicylate—isopropanol-water. (From W. G. Gorman and G. D.
Hall, J. Pharm. Sci. 53, 1017, 1964. With permission.)

atoms form soluble soaps with the alkali metals and insol-
uble soaps with other metal ions. They are soluble in sol-
vents having low dielectric constants; for example, oleic acid
(C17H33COOH) isinsolublein water but issolublein alcohol
and in ether.

Hydroxy acids, such as tartaric and citric acids, are quite
soluble in water because they are solvated through their
hydroxyl groups. The potassium and ammonium bitartrates
are not very solublein water, although most alkali metal salts
of tartaric acid are soluble. Sodium citrate is used sometimes
to dissolve water-insoluble acetylsalicylic acid because the
soluble acetylsalicylate ion is formed in the reaction. The
citric acid that is produced is aso soluble in water, but
the practice of dissolving aspirin by this means is ques-
tionable because the acetylsdlicylate is aso hydrolyzed
rapidly.

Aromatic acids react with dilute alkalies to form water-
soluble salts, but they can be precipitated as the free acids
if stronger acidic substances are added to the solution. They
can also be precipitated as heavy metal salts should heavy
metal ionsbe added to the solution. Benzoic acid issolublein
sodium hydroxide solution, alcohol, and fixed oils. Salicylic
acid is soluble in akalies and in alcohol. The OH group of
salicyclic acid cannot contribute to the solubility because it
isinvolved in an intramolecular hydrogen bond.

Phenol isweakly acidic and only slightly solublein water
but is quite soluble in dilute sodium hydroxide solution,

CsHs0H + NaOH — CgHsO™ + Na" + H,0O

Phenol is a weaker acid than H,CO3; and is thus displaced
and precipitated by CO, from its dilute alkali solution. For
this reason, carbonates and bicarbonates cannot increase the
solubility of phenolsin water.

Many organic compounds containing a basic nitrogen
atom in the molecule are important in pharmacy. These
include the alkaloids, sympathomimetic amines, antihis-
tamines, local anesthetics, and others. Most of these weak
electrolytes are not very soluble in water but are soluble in
dilute solutions of acids; such compounds as atropine sulfate
and tetracai ne hydrochloride are formed by reacting the basic
compounds with acids. Addition of an alkali to a solution of
the salt of these compounds precipitates the free base from
solution if the solubility of the base in water islow.

The diphatic nitrogen of the sulfonamides is sufficiently
negative so that these drugs act as slightly soluble weak acids
rather than as bases. They form water-soluble saltsin alkaline
solution by thefollowing mechanism. The oxygensof thesul-
fonyl (—SO,—) group withdraw electrons, and the resulting
electron deficiency of the sulfur atom resultsin the electrons
of the N:H bond being held more closely to the nitrogen
atom. The hydrogen therefore is bound less firmly, and, in
alkaline solution, the soluble sulfonamide anion is readily
formed.

The sodium saltsof the sulfonamidesare precipitated from
solution by the addition of astrong acid or by asalt of astrong
acid and aweak base such as ephedrine hydrochloride.
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The barbiturates, like the sulfonamides, are weak acids
because the electronegative oxygen of each acidic carbonyl
group tends to withdraw electrons and to create a positive
carbon atom. The carbon in turn attracts electrons from the
nitrogen group and causesthe hydrogento beheld lessfirmly.
Thus, in sodium hydroxide solution, the hydrogen is readily
lost, and the molecule exists as a soluble anion of the weak
acid. Butler et al.? demonstrated that, in highly alkaline solu-
tions, the second hydrogen ionizes. The pK; for phenobar-
bital is 7.41 and the pKj is 11.77. Although the barbiturates
are soluble in alkalies, they are precipitated as the free acids
when a stronger acid is added and the pH of the solution is
lowered.

Calculating the Solubility of Weak Electrolytes
as Influenced by pH

From what has been said about the effects of acids and bases
on solutions of weak electrolytes, it becomes evident that the
solubility of weak electrolytes is strongly influenced by the
pH of the solution. For example, a 1% solution of pheno-
barbital sodium is soluble at pH values high in the alkaline
range. The soluble ionic form is converted into molecular
phenobarbital asthe pH is lowered, and below 9.3, the drug
begins to precipitate from solution at room temperature. On
the other hand, alkaloidal salts such as atropine sulfate begin
to precipitate as the pH is elevated.

To ensure a clear homogeneous solution and maximum
therapeutic effectiveness, the preparati ons shoul d be adjusted
to an optimum pH. The pH below which the salt of a weak
acid, sodium phenobarbital, for example, beginsto precipitate
from aqueous solution is readily calculated in the following
manner.

Representing the free acid form of phenobarbital as HP
and the solubleionized formas P—, we writethe equilibriain
a saturated solution of this slightly soluble weak electrolyte
as

HPgijig = HPg
HPgy + Hy0 <= HzO" + P~

-1
©-2)

Because the concentration of the un-ionized formin solution,
HP, isessentially constant, the equilibrium constant for the

solution equilibrium, equation (9-1), is
So = [HPsal 9-3)

where S, ismolar or intrinsic solubility. The constant for the
acid-base equilibrium, equation (9-2), is

K, — % (9-4)
or
P = Ka% (9-5)

where the subscript “sol” has been deleted from [HP]g
because no confusion should result from this omission.

The total solubility, S, of phenobarbital consists of the
concentration of the undissociated acid, [HP], and that of the
conjugate base or ionized form, [P~]:

S =[HP] +[P] (9-6)

Substituting S, for [HP] from equation (9-3) and the expres-
sion from equation (9-5) for [P~] yields

So

S=S+ Kaw 9-7N
Ka

S=S5 (1 + [H30+]> (9-8)

When the electrolyte is weak and does not dissociate
appreciably, the solubility of the acid in water or acidic solu-
tionsisS, = [HP], which, for phenobarbital isapproximately
0.005 mole/liter, in other words, 0.12%.

Thesolubility equation can bewritteninlogarithmicform,
beginning with equation (9-7). By rearrangement, we obtain

So
S—5) = Ka——
( 0) ;0]
log(S — So) = log K, + log Sp — log[H307]
and finally
S—S
pH, = pKa + log S 9-9)
0

where pH, is the pH below which the drug separates from
solution as the undissociated acid.

In pharmaceutical practice, adrug such asphenobarbital is
usually added to an agueous solution in the soluble salt form.
Of theinitial quantity of salt, sodium phenobarbital, that can
be added to asolution of acertain pH, someof it is converted
into the free acid, HR, and some remainsin theionized form,
P~ [equation (9-6)]. The amount of salt that can be added
initially before the solubility [HP] is exceeded is therefore
equal to S. As seen from equation (9-9), pH, depends on
the initial molar concentration, S, of salt added, the molar
solubility of the undissociated acid, S,, aso known as the
intrinsic solubility, and the pK,. Equation (9-9) hasbeen used
to determine the pK, of sulfonamides and other drugs.’®*!
Solubility and pH data can al so be used to obtain the pK; and
pK, values of dibasic acids as suggested by Zimmerman'?
and Blanchard et al.=3

EXAMPLE 9-2
Phenobarbital

Below what pH will free phenobarbital begin to separate from a solu-
tion having an initial concentration of 1 g of sodium phenobarbital
per 100 mL at 25°C? The molar solubility, S,, of phenobarbital is
0.0050 and the pK, is 7.41 at 25°C. The secondary dissociation of
phenobarbital, referred to previously, can ordinarily be disregarded.
The molecular weight of sodium phenobarbital is 254.
The molar concentration of salt initially added is
glliter 10

= — = 0.039 mole/liter
mol.wt. 254

(0.039 — 0.005)
0.005

pH, = 7.41 + log =8.24
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An analogous derivation can be carried out to obtain the
equation for the solubility of aweak base asafunction of the
pH of asolution. The expression is

So

S-S

pH, = pKw — pKp + log (9-10)

where S isthe concentration of the drug initially added asthe
salt and S, is the molar solubility of the free base in water.
HerepH, isthe pH above which thedrug beginsto precipitate
from solution as the free base.

The Influence of Solvents on the
Solubility of Drugs

Weak electrolytes can behave like strong electrolytes or like
nonel ectrolytesin solution. When the solutionis of such apH
that thedrug isentirely intheionic form, it behaves asasolu-
tion of astrong electrolyte, and solubility doesnot constitutea
serious problem. However, when the pH isadjusted to avalue
at which un-ionized molecul esare produced in sufficient con-
centration to exceed the solubility of thisform, precipitation
occurs. In this discussion, we are now interested in the solu-
bility of nonelectrolytes and the undissociated molecules of
weak electrolytes. The solubility of undissociated phenobar-
bital in various solventsis discussed here becauseit has been
studied to some extent by pharmaceutical investigators.

Frequently, asoluteismore solubleinamixtureof solvents
than in one solvent alone. This phenomenon is known as
cosolvency, and the solventsthat, in combination, increasethe
solubility of the solute are called cosolvents. Approximately
1 g of phenobarbital issolublein 1000 mL of water, in 10 mL
of acohal, in 40 mL of chloroform, and in 15 mL of ether
at 25°C. The solubility of phenobarbital in water—al cohol—
glycerinmixturesisplotted onasemilogarithm gridin Figure
94 from the data of Krause and Cross.*

By drawing lines parallel to the abscissa in Figure 9—4
at aheight equivalent to the required phenobarbital concen-
tration, it is a simple matter to obtain the relative amounts
of the various combinations of acohol, glycerin, and water
needed to achieve solution. For example, at 22% alcohal,
40% glycerin, and the remainder water (38%), 1.5% w/v of
phenobarbital is dissolved, as seen by following the vertical
and horizontal lines drawn on Figure 9—4.

30
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Fig. 9-4. The solubility of phenobarbital in a mixture of water, alco-
hol, and glycerin at 25°C. The vertical axis is a logarithmic scale
representing the solubility of phenobarbital in g/100 mL. (From G. M.
Krause and J. M. Cross, J. Am. Pharm. Assoc. Sci. Ed. 40, 137, 1951.
With permission.)

Combined Effect of pH and Solvents

Stockton and Johnson'® and Higuchi et al .6 studied the effect
of an increase of alcohol concentration on the dissociation
constant of sulfathiazole, and Edmonson and Goyan'” inves-
tigated the effect of alcohol on thesolubility of phenobarbital.

Schwartz et al.1° determined the solubility of phenytoin as
afunction of pH and alcohol concentration in various buffer
systems and calculated the apparent dissociation constant.
Kramer and Flynn*® examined the solubility of hydrochloride
salts of organic bases as a function of pH, temperature, and
solvent composition. They described the determination of the
pK, of the salt from the solubility profile at various temper-
atures and in several solvent systems. Chowhan'! measured
and calculated the solubility of the organic carboxylic acid
naproxen and its sodium, potassium, calcium, and magne-
sium salts. The observed solubilitieswerein excellent agree-
ment with the pH—solubility profilesbased on equation (9-9).

The results of Edmonson and Goyan'’ are shown in Fig-
ure 9-5, where one observes that the pK, of phenobarbital,
7.41, israised to 7.92 in ahydroal coholic solution containing

(- e NN IM AN SOLVENTS AND WEAK ELECTROLYTES

The solvent affects the solubility of a weak electrolyte in a
buffered solution in two ways: (a) The addition of alcohol to a
buffered aqueous solution of a weak electrolyte increases the
solubility of the un-ionized species by adjusting the polarity of the

solventto a more favorable value. (b) Because itis less polarthan
water, alcohol decreases the dissociation of a weak electrolyte,
and the solubility of the drug goes down as the dissociation con-
stantis decreased (pK; is increased).
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Fig.9-5. Theinfluence of alcohol concentration on the dissociation
constant of phenobarbital. (From T. D. Edmonson and J. E. Goyan, J.
Am. Pharm. Assoc. Sci. Ed. 47, 810, 1958. With permission.)

30% by volume of alcohol. Furthermore, as can be seen in
Figure 9-4, the solubility, S, of un-ionized phenobarbital is
increased from 0.12 g/100 mL or 0.005 M in water to 0.64%
or 0.0276 M in a 30% alcoholic solution. The calculation
of solubility as a function of pH involving these results is
illustrated in the following example.

Minimum pH for Complete Solubility

What is the minimum pH required for the complete solubility of the
drug in a stock solution containing 6 g of phenobarbital sodium in
100 mL of a 30% by volume alcoholic solution? From equation (9-9),
0.236 — 0.028

0.028
pH, =7.92 +0.87 = 8.79

pH, = 7.92 + log

For comparison, the minimum pH for complete solubility of pheno-
barbital in an aqueous solution containing no alcohol is computed
using equation (9-9):

0.236 — 0.005

H —=7.41+1
P + 108 —5505

=9.07

From the calculations of Example 9-3, it isseen that although
the addition of alcohol increasesthe pK,, it also increasesthe
solubility of the un-ionized form of the drug over that found
inwater sufficiently so that the pH can be reduced somewhat
before precipitation occurs.

Equations (9-9) and (9-10) can be made more exact if
activities are used instead of concentrations to account for
interionic attraction effects. This refinement, however, issel-
dom required for practical work, where the values calcul ated
from the approximate equations just given serve as satisfac-
tory estimates.

Influence of Complexation in
Multicomponent Systems

Many liquid pharmaceutical preparations consist of more
than asingle drug in solution. Fritz et al.'° showed that when

several drugs together with pharmaceutical adjuncts interact
in solution to form insoluble complexes, ssmple solubility
profilesof individual drugs cannot be used to predict solubili-
tiesinmixturesof ingredients. I nstead, the specific multicom-
ponent systems must be studied to estimate the complicating
effects of speciesinteractions.

Influence of Other Factors on the Solubility
of Solids

The size and shape of small particles (those in the
micrometer range) also affect solubility. Solubility increases
with decreasing particle size according to the approximate
equation

S 2yV

09 - = > 303RTr

(9-11)

where s is the solubility of the fine particles; s, is the sol-
ubility of the solid consisting of relatively large particles;
y is the surface tension of the particles, which, for solids,
unfortunately, is extremely difficult to obtain; V isthe molar
volume (volume in cm?® per mole of particles); r is the final
radius of the particlesin cm; R is the gas constant (8.314 x
107 ergs/deg mole); and T is the absolute temperature. The
equation can be used for solid or liquid particlessuch asthose
in suspensions or emulsions. The following exampleistaken
from the book by Hildebrand and Scott.?°

EXAMPLE 9-4
Particle Size and Solubility

A solid is to be comminuted so as to increase its solubility by 10%,
that is, s/s, is to become 1.10. What must be the final particle size,

assuming that the surface tension of the solid is 100 dynes/cm and
the volume per mole is 50 cm®? The temperature is 27°C.

i 2 x 100 x 50
T 2.303 x 8.314 x 107 x 300 x 0.0414

= 4.2 X 107 %cm = 0.042 um

The configuration of amolecule and the type of arrangement
in the crystal also has some influence on solubility, and a
symmetric particle can be less soluble than an unsymmetric
one. This is because solubility depends in part on the work
required to separate the particles of the crystalline solute.
The molecules of the amino acid «-alanine form a compact
crystal with high lattice energy and consequently low sol-
ubility. The molecules of a-amino-n-butyric acid pack less
efficiently inthe crystal, partly because of the projecting side
chains, and the crystal energy is reduced. Consequently, a-
amino-n-butyric acid has a solubility of 1.80 moleg/liter and
«-alanine has a solubility of only 1.66 moles/liter in water at
25°C, although the hydrocarbon chain is longer in a-amino-
n-butyric acid than in the other compound.
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(- e NI IN AN POOR AQUEOUS
SOLUBILITY

“Poor aqueous solubility is caused by two main factors: high
lipophilicity and strong intermolecular interactions, which
make the solubilization of the solid energetically costly. What
is meant by good and poorly soluble depends partly on the
expected therapeutic dose and potency of the drug. As a rule
of thumb from the delivery perspective, a drug with an aver-
age potency of 1 mg/kg should have a solubility of at least
0.1 g/L to be adequately soluble. If a drug with the same
potency has a solubility of less than 0.01 g/L it can be consid-
ered poorly soluble.”®

DETERMINING THERMODYNAMIC
AND “KINETIC" SOLUBILITY

The Phase Rule and Solubility

Solubility can be described in a concise manner by the use
of the Gibbs phase rule, which is described using

F=C-P+2 (9-12)

where F isthenumber of degrees of freedom, that is, the num-
ber of independent variables (usually temperature, pressure,
and concentration) that must be fixed to completely deter-
mine the system, C is the smallest number of components
that are adequate to describe the chemical composition of
each phase, and P is the number of phases.

The Phase Rule can be used to determine the thermody-
namic solubility of a drug substance. This method is based
on the thermodynamic principles of heterogeneous equilibria
that are among the soundest theoretical concepts in chem-
istry. It does not depend on any assumptions regarding kinet-
ics or the structure of matter but is applicable to all drugs.
The requirements for an analysis are simple, as the equip-
ment needed is basic to most laboratories and the quantities
of substances are small. Basically, drug is added in a specific
amount of solvent. After equilibriumisachieved, excessdrug
isremoved (usually by filtering) and then the concentration of
the dissolved drug is measured using standard analysis tech-
niques such as high-performance liquid chromatography.

A phase-solubility diagram for a pure drug substance is
shown in Figure 9-6.2' At concentrations below the satura-
tion concentration there is only one degree of freedom since
the studies are performed at constant temperature and pres-
sure. In other words, only the concentration changes. Thisis
represented in Figure 9-6 by the segment A-B of the line.
Once the saturation concentration is reached, the addition of
more drug to the “ system” does not result in higher solution
concentrations (segment B—C). Rather, the drug remains in
the solid state and the system becomes a two-phase system.
Since the temperature, pressure, and solution concentration

Solution Concentration
(mg/mL)

System Concentration (mg/mL)

Fig. 9-6. Phase-solubility diagram for a pure drug substance. The
line segment A-B represents one phase since the concentration of
drug substance is below the saturation concentration. Line segment
B—C represents a pure solid in a saturated solution at equilibrium.
(From Remington, The Science and Practice of Pharmacy, 21st Ed.,
Lippincott Williams & Wilkins, 2006, p. 216. With permission.)

are constant at drug concentrations above the saturation con-
centration, the system has zero degree of freedom.
ThesituationinFigure 9—6 isvalid only for pure drug sub-
stances. What if the drug substanceisnot pure? Thissituation
is described in Figure 9-7.22 If the system has one impu-
rity, the solution becomes saturated with the first component
at point B. The situation becomes interesting at this point.
In segment B—C of the line, the solution is saturated with
component 1 (which is usually the magjor component such
as the drug), so the drug would precipitate out of solution at
concentrations greater than this. However, the impurity (the
minor component or component 2) does not reach saturation

Solution Concentration
\

2

System Concentration

Fig. 9-7. Phase-solubility curve when the drug substance contains
one impurity. At point B, the solution becomes saturated with com-
ponent 1 (the drug). The segment B-C represents two phases—a
solution phase saturated with the drug and some of the impurity and
a solid phase of the drug. Segment C-D represents two phases—a
liquid phase saturated with the drug and impurity and a solid phase
containing the drug and the impurity. (From Remington, The Science
and Practice of Pharmacy, 21st Ed., Lippincott Williams & Wilkins,
2006, p. 217. With permission.)
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until it reaches point C on the line. The concentrations of the
two componentsare saturated beyond point C (segment C-D)
of theline. Oncetrue equilibriumisachieved, one can extrap-
olate back to the Y axis (solution concentration) to determine
the solubility of the two components. Therefore, the thermo-
dynamic solubility of the drug would be equal to the distance
A-E and the solubility of the impurity would be equal to the
distance represented by E—F. As one can see, this procedure
can be used to measure the exact solubility of the pure drug
without having a pure form of the drug to start with.

The practical aspect of measuring thermodynamic solubil-
ity is, onthesurface, relatively simplebut it can be quitetime-
consuming.* Some methods have been developed in attempt
to reduce the time that it takes to get a result. Starting the
experiment with a high purity crystalline form of the sub-
stance will give the best chance that the solubility measured
after a reasonable incubation period will represent the true
equilibrium solubility. However, this may still take several
hoursto several days. Also, thereisstill arisk that theincuba
tion period will not be sufficient for metastable crystal forms
to convert to the most stable form. This means that the mea-
sured concentration may represent the apparent solubility of
adifferent crystal form. Thisrisk must be taken into consid-
eration when running a solubility experiment with material
that is not known to be the most stable crystalline form.*

Bhattachar and colleagues® recently reviewed various
aspects of solubility and they are summarized here. In prac-
tice, the stable crystalline form of the compound is not avail-
able in sufficient purity during early discovery and so the
labor-intensive measurement of thermodynamic solubility is
not commonly made. The amount of compound required to
measure a thermodynamic solubility measurement depends
on the volume of solvent used to make the saturated solution
and the solubility of the compound in that solvent. Recent
reportsfor miniaturized systemslist compound requirements
ranging from ~100 mg per measurement for poorly soluble
compounds® to 3 to 10 mg for pharmaceutically relevant
compounds.?* Although early-stage solubility informationis
crucial to drug discovery teams, the number of compounds
being assessed, the scarcity of compound, and questionable
purity and crystallinity make it nearly impossible to assess
thermodynamic solubility.

These challenges have been partially met using a high-
throughput Kinetic measurement of antisolvent precipitation

(- e NN \IMS A EFFECT OF pH ON
SOLUBILITY

Solubility must always be considered in the context of pH and
pKa. The relationship between pH and solubility is shown in
Figure 9-8. If the measured solubility falls on the steep portion
of the pH—solubility profile, small changes to the pH can have
a marked effect on the solubility.*
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Fig. 9-8. pH-solubility profile for a compound with a single, basic
pKa value of 5. The four regions of pH-dependent solubility are the
salt plateau, pHmax, ionized compound, and un-ionized compound.
(Adapted from Bhattachar et al. 2006,* with permission.)

commonly referred to “kinetic solubility.”?>~28 “Kinetic sol-
ubility isamisnomer, not becauseit isnot kinetic, but because
it measures a precipitation rate rather than solubility. Kinetic
solubility methods are designed to facilitate high throughput
measurements, using submilligram quantities of compound,
inamanner that closely mimicsthe actual solubilization pro-
cessused in biological laboratories. Typically, the compound
is dissolved in dimethyl sulfoxide (because it is a strong
organic solvent) to make a stock solution of known concen-
tration. This stock is added gradually to the aqueous solvent
of interest until the anti-solvent properties of the water drive
the compound out of solution. The resulting precipitation is
detected optically, and the kinetic solubility is defined as the
point at which the aqueous component can no longer solvate
the drug. Solubility results obtained from kinetic measure-
ments might not match the thermodynamic solubility results
perfectly; therefore, caution must be exercised such that the
data from the kinetic solubility measurements are used only
for their intended application. Sincekinetic solubility isdeter-
mined for compounds that have not been purified to a high
degree or crystallized, the impurities and amorphous content
in the material lead to a higher solubility than the thermo-
dynamic solubility. Because kinetic solubility experiments
begin with the drug in solution, there is a significant risk
of achieving supersaturation of the agueous solvent through
precipitation of an amorphous or metastable crystallineform.
This supersaturation can lead to a measured value that is sig-
nificantly higher than the thermodynamic solubility, masking
asolubility problem that will become apparent as soon asthe
compound is crystallized. Owing to the nature of kinetic sol-
ubility measurements, thereisno timefor equilibration of the
compound in the agueous solvent of measurement. Because
the compoundstested arein dimethyl sulfoxide solutions, the
energy required to break the crystal latticeisnot factored into
the solubility measurements.”*
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Some Limitations of Thermodynamic Solubility®

In arecent review, Faller and Ertl® have discussed some of
thelimitationsof traditional methodsfor determining solubil-
ity. For example, if thetraditional shake-flask method isused,
adsorptiontothevial or to thefilter, incomplete phase separa-
tion, compoundinstability, and slow dissol ution can affect the
result. When the potentiometric method is used, inaccurate
pK4 determination, compound degradation during the titra-
tion, slow dissolution, or incorrect dataanalysis can affect the
data quality. It is very important to define the experimental
conditions well. The intrinsic solubility, So, needs to be dis-
tinguished from the solubility measured at a given pH value
in a defined medium. Intrinsic solubility refers to the solu-
bility of the unionized species. Artursson et al.?° has shown
that this parameter is relatively independent of the nature of
the medium used. In contrast, solubility measured at a fixed
pH value may be highly dependent on the nature and con-
centration of the counter ions present in the medium.*® This
is especidly critical for poorly soluble compounds that are
strongly ionized at the pH of the measurement. Finally, it is
important to note that single pH measurements cannot dis-
tinguish between soluble monomers and soluble aggregates
of drug molecules, which may range from dimersto micelles
unless more sophisticated experiments are performed.*

Computational Approaches

In addition to measuring solubility, computational appro-
aches are widely used and were reviewed recently by Faller
and Ertl.2 Briefly, fragment-based models attempt to predict
solubility as a sum of substructure contributions—such as
contributions of atoms, bonds, or larger substructures. This
approach is based on a general assumption that molecule
properties are determined completely by molecular structure
and may be approximated by the contributions of fragments
in the molecule. The inverse relation between solubility and
lipophilicity has also been recognized for a long time and
empirical relationships between log S, and log P have been
reported. Finally, numerous other approaches for predicting
water solubility have been reported. The array of possible
molecular descriptors that can be used is nearly unlimited.
The polar surface area, which characterizes molecule polar-
ity and hydrogen bonding features, is one of the most useful
descriptors. Polar surface area, defined as a sum of surfaces
of polar atoms, is conceptually easy to understand and seems
to encode in an optima way a combination of hydrogen-
bonding features and molecular polarity.

DISTRIBUTION OF SOLUTES BETWEEN
IMMISCIBLE SOLVENTS

If an excess of liquid or solid is added to a mixture of two
immiscible liquids, it will distribute itself between the two
phases so that each becomes saturated. If the substance is

(e SN IN AN HYDROPHOBIC
PARAMETERS

Meyer in 18993 and Overton in 1901%? showed that the phar-
macologic effect of simple organic compounds was related
to their oil/water partition coefficient, P. It later became clear
that the partition coefficient was of little value for rationaliz-
ing specific drug activity (i.e., binding to a receptor) because
specificity also relates to steric and electronic effects. How-
ever, in the early 1950s, Collander® showed that the rate of
penetration of plant cell membranes by organic compounds
was related to P. The partition coefficient, P, is a commonly
used way of defining relative hydrophobicity (also known as
lipophilicity) of compounds. For more about partition coeffi-
cients, see the text by Hansch and Leo.%*

added to the immiscible solventsin an amount insufficient to
saturatethe solutions, it will still become distributed between
the two layers in a definite concentration ratio.

If C, and C, arethe equilibrium concentrations of the sub-
stancein Solvent; and Solvent,, respectively, the equilibrium
expression becomes

Ci

C, K (9-13)
The equilibrium constant, K, is known as the distribution
ratio, distribution coefficient, or partition coefficient. Equa-
tion (9-13), whichisknown asthedistribution law, isstrictly
applicable only in dilute solutions where activity coefficients
can be neglected.

Distribution Coefficient

When boric acid is distributed between water and amyl alcohol at
25°C, the concentration in water is found to be 0.0510 mole/liter
and in amyl alcohol it is found to be 0.0155 mole/liter. What is the
distribution coefficient? We have

_ Cugo _ 0.0510
" Cac  0.0155
No convention has been established with regard to whether the con-
centration in the water phase or that in the organic phase should be

placed in the numerator. Therefore, the result can also be expressed
as

3.29

«— G _ 00155
~ Cmo  0.0510

One should always specify, which of these two ways the distribution
constant is being expressed.

=0.304

Knowledge of partition is important to the pharmacist
because the principle is involved in several areas of cur-
rent pharmaceutical interest. These include preservation of
oil-water systems, drug action at nonspecific sites, and the
absorption and distribution of drugs throughout the body.
Certain aspects of these topics are discussed in the following
sections.
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Fig. 9-9. Schematic representation of the distribution of benzoic
acid between water and an oil phase. The oil phase is depicted as
a magnified oil droplet in an oil-in-water emulsion.

Effect of lonic Dissociation and Molecular
Association on Partition

The solute can exist partly or wholly as associated molecules
in one of the phases or it may dissociate into ions in either
of the liquid phases. The distribution law applies only to the
concentration of the species common to both phases, namely,
the monomer or simple molecules of the solute.

Consider the distribution of benzoic acid between an ail
phase and awater phase. When it is neither associated in the
oil nor dissociated into ionsin the water, equation (9-13) can
be used to compute the distribution constant. When associa-
tion and dissociation occur, however, the situation becomes
morecomplicated. Thegeneral casewherebenzoic acid asso-
ciatesin the oil phase and dissociatesin the aqueous phaseis
shown schematically in Figure 9-9.

Two cases will be treated. First, according to Garrett and
Woods,* benzoic acidisconsidered to bedistributed between
the two phases, peanut oil and water. Although benzoic acid
undergoes dimerization (association to form two molecules)
in many nonpolar solvents, it does not associate in peanut oil.
Itionizesin water to adegree, however, depending on the pH
of the solution. Therefore, in Figure 9-9 for the case under
consideration, C,, the total concentration of benzoic acid in
the oil phase, isequal to [HA],, the monomer concentration
inthe oil phase, because association does not occur in peanut
oil.

The species common to both the oil and water phases are
the unassociated and undissociated benzoic acid molecules.
The distribution is expressed as

_[HAL, G
" [HAl, ~ [HALW

(9-14)

where K isthetrue distribution coefficient, [HA], = C, isthe
molar concentration of the simple benzoic acid moleculesin
the oil phase, and [HA]\, is the molar concentration of the
undissociated acid in the water phase.

The total acid concentration obtained by analysis of the
aqueous phaseis

Cw = [HA]w +[A"]w (9-15)

and the experimentally observed or apparent distribution
coefficient is
K' = L]of = Co (9-16)
[HAlw +[A"lw  Cw
As seen in Figure 9-9, the observed distribution coefficient
depends on two equilibria: the distribution of the undisso-
ciated acid between the immiscible phases as expressed in
equation (9-14) and the species distribution of theacid in the
aqueous phase, which depends on the hydrogen ion concen-
tration [H3O™] and the dissociation constant K of the acid,
where
[HsO'[A"]w
Ka [HA, (9-17)
Association of benzoic acid in peanut oil does not occur, and
Kqg (the equilibrium constant for dissociation of associated
benzoic acid into monomer in the oil phase) can be neglected
inthis case.
Given these equations and the fact that the concentration,
C, of theacid inthe agueous phase before distribution, assum-
ing equal volumes of the two phases, is*

C=Co+Cy (9-18)
one arrives at the combined result:’
Ka+[H30"] Ki K+1
2 = 24— _T[HiO" -1
. o o MOl (9-19)

Expression (9-19) is alinear equation of the formy = a +
bx, and therefore aplot of (Ka+ [H3O™])/Cy, against [H3O™]

*The meaning of C in equation (9-18) is understood readily by considering
a simple illustration. Suppose one begins with 1 liter of oil and 1 liter of
water, and after benzoic acid has been distributed between the two phases,
the concentration C, of benzoic acid in the oil is 0.01 mol€/liter and the
concentration Cyy of benzoic acid in the agueous phase is 0.01 mole/liter.
Accordingly, there is 0.02 mole/2 liter or 0.01 mole of benzoic acid per liter
of total mixture after distribution equilibrium has been attained. Equation
(9-18) gives

C = Co + Cy = 0.01 mole/liter + 0.01 mole/liter
= 0.02 mole/liter

The concentration, C, obviously is not the total concentration of the acid in
the mixture at equilibrium but, rather, twice this value. C is therefore seen
to be the concentration of benzoic acid in the water phase (or the oil phase)
before the distribution is carried out.

T Equation (9-19) is obtained asfollows. Substituting for [A~]y, from equa-
tion (9-17) into equation (9-16) gives

o (MMl [HALH:O'] @
- Ka[HAlw ~ [HA]w (Ka+ [H30%])
[HA]w + [H30']

Then [HA]y from equation (9-14) is substituted into (a) to eliminate [HA],
from the equation:
,__ [HAJ[HsOT]  _ K[H30] ®)
[HAlo/K(Ka+[H3O])  Ka+[H3O"]
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yields a straight line with a slope b = (K + 1)/C and an
intercept a = K,/C. The true distribution coefficient, K, can
thusbe obtained over therange of hydrogenion concentration
considered. Alternatively, thetruedistribution constant could
be obtained according to equation (9-14) by analysis of the
oil phase and of the water phase at asufficiently low pH (2.0)
at which the acid would exist completely in the un-ionized
form. One of the advantages of equation (9-19), however, is
that the oil phase need not be analyzed; only the hydrogen
ion concentration and C,y, the total concentration remaining
in the agueous phase at equilibrium, need be determined.

EXAMPLE 9-6

According to Garrett and Woods,* the plot of (K, + [H;0%])/Cy,
against [H3;O0% ] for benzoic acid distributed between equal volumes
of peanut oil and a buffered aqueous solution yields a slope b = 4.16
and an intercept a = 4.22 x 10>, The K, of benzoic acid is 6.4 X
10~5. Compute the true partition coefficient, K, and compare it with
the value K = 5.33 obtained by the authors. We have

b=(K+1)/C

or
K =bC/1

Because
K.
a=k/Corc=—
a

the expression becomes

K — %1 _ bK, —a
a a

and

_ (416 X 6.4 x 107%) — 4.22 x 103

4.22 x 10—3

K =5.31

Second, let us now consider the casein which the soluteis
associated intheorganic phaseand existsassimplemolecules
in the aqueous phase. If benzoic acid is distributed between
benzene and acidified water, it exists mainly as associ-
ated molecules in the benzene layer and as undissociated
molecules in the aqueous layer.

The apparent distribution constant is eliminated by substituting equa-
tion (b) into equation (9-16) to give

K[HsO"]  Co

— . =0 c
Ka+[H3O*]  Cuw ©
or [ .
K[H30"]Cy
Co= 7 —"—— d
°~ Kot [707] @
Co is eliminated by substituting equation (c) into equation (9-18):
K[H30™
C = [ 30 ]Cw +C

T Ka+[HsOf] "~ TV
_ K[H30"]Cy + (Ka+ [H30"]Cyw
B Ka+[H3O+]
Rearranging equation (d) gives the final result:
_ Ka+[H3O0"] _ [HsO"I(K +1) +Ka
N Cw B C

The equilibrium between simple molecules HA and asso-
ciated molecules (HA), in

(HA), = n(HA)
Associated molecules  Simple molecules

and the equilibrium constant expressing the dissociation of
associated moleculesinto ssmple moleculesin thissolvent is

[HA],"
= [(HA), ©-20)

or
[HAJ, — v/Ka v/I(HA)] (9-21)

Because benzoic acid exists predominantly in the form of
double moleculesin benzene, C, can replace[(HA),], where
C, isthetotal molar concentration of the solutein the organic
layer. Then equation (9-21) can be written approximately as

[HA]o, = constant x /Cq (9-22)

In conformity with the distribution law as given in equation
(9-14), the true distribution coefficient is aways expressed
in terms of simple species common to both phases, that is,
in terms of [HA]y and [HA],. In the benzene-water system,
[HA], is given by equation (9-22), and the modified distri-
bution constant becomes
_[HAL, VG,
[HAlw  [HA]w
The results for the distribution of benzoic acid between

benzene and water, as given by Glasstone,*® are given in
Table 9-3.

1

(9-23)

Extraction

To determine the efficiency with which one solvent can
extract a compound from a second solvent—an operation
commonly employed in analytic chemistry and in organic
chemistry—we follow Glasstone.®” Suppose that w grams
of a solute is extracted repeatedly from V; mL of one sol-
vent with successive portions of V, mL of a second solvent,
whichisimmisciblewith thefirst. Let wy betheweight of the
solute remaining in the original solvent after extracting with
the first portion of the other solvent. Then, the concentration

TABLE 9-3
DISTRIBUTION OF BENZOIC ACID BETWEEN BENZENE
AND ACIDIFIED WATER AT 6°C* 1

[HALw Co K" = VCo/[HAlw
0.00329 0.0156 38.0
0.00579 0.0495 38.2
0.00749 0.0835 386
0.0114 0.195 38.8

*The concentrations are expressed in mole/liter.
fFrom S. Glasstone, Textbook of Physical Chemistry, Van Nostrand, New York,
1946, p. 738.
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of solute remaining in the first solvent is (w1/V1) g/mL and
the concentration of the solute in the extracting solvent is
(w—wjy)/V2 g/mL. The distribution coefficient is thus
_ Concentration of solutein original solvent
~ Concentration of solute in extracting solvent
o owy/Va
(W —wy)Va

(9-24)

or
KVq

KV + V2

The process can be repeated, and after n extractions,3’

KV, n
Wy =W[——"—
KVi + Vo

By use of this equation, it can be shown that most efficient
extraction results when n is large and V, is small, in other
words, when a large number of extractions are carried out
with small portionsof extracting liquid. The devel opment just
described assumes completeimmiscibility of thetwo liquids.
When ether isused to extract organic compounds from water,
thisis not true; however, the equations provide approximate
values that are satisfactory for practical purposes. The pres-
ence of other solutes, such as salts, can also affect the results
by complexing with the solute or by salting out one of the
phases.

Wi =W (9-25)

(9-26)

EXAMPLE 9-7

Distribution Coefficient

The distribution coefficient for iodine between water and carbon
tetrachloride at 25°Cis K = Cp,0/ Cccl, = 0.012. How many grams
of iodine are extracted from a solution in water containing 0.1 g in
50 mL by one extraction with 10 mL of CCl4? How many grams are
extracted by two 5-mL portions of CCl4? We have

0.012 x 50

=010X —————
w1 X 0.012 x 50) + 10
= 0.0057 g remains or 0.0943 g is extracted
0.012 x50 1\’
= 0.10 -
w2 % ((0.012 X 50)+ 5)
= 0.0011 g of iodine

Thus, 0.0011 g of iodine remains in the water phase, and the two
portions of CCl4 have extracted 0.0989 g.

Solubility and Partition Coefficients

Hansch et al .38 observed arel ationship between agueous sol-
ubilities of nonelectrolytes and partitioning. Yalkowsky and
Valvani®® obtained an equation for determining the aqueous
solubility of liquid or crystalline organic compounds:

logS = —log K
ASt(mp — 25)
1364

where S isagueous solubility in moleg/liter, K isthe octanol—
water partition coefficient, AS; isthemolar entropy of fusion,

-111 +054  (9-27)

and mp isthe melting point of asolid compound on the centi-
grade scale. For aliquid compound, mp is assigned a value
of 25 so that the second right-hand term of equation (9-27)
becomes zero.

The entropy of fusion and the partition coefficient can be
estimated from the chemical structure of the compound. For
rigid molecules, AS; = 13.5 entropy units(eu). For molecules
withn greater than five nonhydrogen atomsin aflexiblechain,

AS; = 135+ 2.5(n — 5)eu (9-28)

Leoet al.% provided partition coefficientsfor alarge num-
ber of compounds. When experimental values are not avail-
able, group contribution methods®®“° are available for esti-
mating partition coefficients.

EXAMPLE 9-8
Molar Aqueous Solubility
Estimate the molar aqueous solubility of heptyl p-aminobenzoate,
mp 75°C, at 25°C:
It is first necessary to calculate AS; and log K.

There are nine nonhydrogens in the flexible chain (C, O, and the
seven carbons of CH3). Using equation (9-28), we obtain

AS =13.5+2.509 —5)=23.5¢eu
For the partition coefficient, Leo et al.*® give for log K of benzoic
acid a value of 1.87, the contribution of NH, is —1.16, and that of

CH, is 0.50, or 7 x 0.50 = 3.50 for the seven carbon atoms of CHj3
in the chain:

log K (heptyl p-aminobenzoate) = 1.87 — 1.16 + 3.50 = 4.21

We substitute these values into equation (9-27) to obtain
B 23.5(75 — 25)
logS = —4.21 — 1.11 (T
log S = —4.63
Sealey = 2.36 X 107° M

S(obs) =2.51x 1075 M

) 4+ 0.54

The oil-water partition coefficient is an indication of the
lipophilic or hydrophobic character of a drug molecule. Pas-
sage of drugs through lipid membranes and interaction with
macromolecules at receptor sites sometimes correlate well
with the octanol-water partition coefficient of the drug. In
the last few sections, the student has been introduced to the
distribution of drug molecules between immiscible solvents
together with some important applications of partitioning; a
number of useful referencesare availablefor further study on
the subject.*1~* Three excellent books*~47 on solubility in
the pharmaceutical scienceswill be of interest to the serious
student of the subject.

CHAPTER SUMMARY

The concept of solubility was presented in this chapter. As
described, solubility is defined in quantitative terms as the
concentration of solute in a saturated solution at a certain
temperature, and in aqualitative way, it can be defined asthe
spontaneous interaction of two or more substancesto form a



196

MARTIN'S PHYSICAL PHARMACY AND PHARMACEUTICAL SCIENCES

homogeneous molecul ar dispersion. Solubility isanintrinsic
material property that can be altered only by chemical mod-
ification of the molecule. Solubilization was not covered in
this chapter. In order to determine the true solubility of a
compound, one must measure the thermodynamic solubility.
However, given the constraints that were discussed an alter-
nate method, kinetic solubility determination, was presented
that offers a more practical aternative given the realities of
the situation. Distribution phenomena were also discussed
in some detail. The distribution behavior of drug molecules
is important to many pharmaceutical processes including
physicochemical (e.g., when formulating drug substances)
and biological (e.g., absorption across a biologica mem-
brane) processes.

~a’ Practice problems for this chapter can be found at
Z/R_ thePoint.Iww.com/Sinko6e.
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B/ COMPLEXATION AND
PROTEIN BINDING

At the conclusion of this chapter
CHAPTER OBJECTIVES the student should be able to':)

Definethethreeclassesof complexes(coordination com-
pounds) and identify pharmaceutically relevant exam-
ples.
Describe chelates, their physically properties, and what
differentiates them from organic molecular complexes.
Describe the types of forces that hold together organic
molecular complexes and give examples.
Describetheforcesinvolvedin polymer—drug complexes
used for drug delivery and situations where reversible or
irreversible complexes may be advantageous.
Discuss the uses and give examples of cyclodextrinsin
pharmaceutical applications.

A Determinethe stoichiometric ratio and stability constant
for complex formation.

Describe the methods of analysis of complexes and their
strengths and weaknesses.

E Discussthewaysthat protein binding can influence drug
action.

El Describe the equilibrium dialysis and ultrafiltration
methods for determining protein binding.

M Understand the factors affecting complexation and pro-
tein binding.

0 Understand the thermodynamic basis for the stability of

complexes.

Complexes or coordination compounds, according to the
classic definition, result from a donor—acceptor mechanism
or Lewis acid-base reaction between two or more different
chemical constituents. Any nonmetallic atom or ion, whether
free or contained in a neutral molecule or in an ionic com-
pound, that can donate an el ectron pair can serve asthe donor.
The acceptor, or constituent that accepts asharein the pair of
electrons, isfrequently ametallicion, althoughit canbeaneu-
tral atom. Complexes can be divided broadly into two classes
depending on whether the acceptor component isametal ion
or an organic molecule; these are classified according to one
possible arrangement in Table 10-1. A third class, theinclu-
sion/occlusion compounds, involving the entrapment of one
compound in the molecular framework of ancther, is also
included in the table.

Intermolecular forces involved in the formation of com-
plexes are the van der Waals forces of dispersion, dipolar,
and induced dipolar types. Hydrogen bonding providesasig-
nificant force in some molecular complexes, and coordinate
covalence is important in metal complexes. Charge trans-
fer and hydrophabic interaction are introduced later in the
chapter.

METAL COMPLEXES

A satisfactory understanding of metal ion complexation is
based upon a familiarity with atomic structure and molec-
ular forces, and the reader would do well to consult texts
on inorganic and organic chemistry to study those sections
dealing with electronic structure and hybridization before
proceeding.

Inorganic Complexes

The ammonia molecules in hexamminecobalt (111) chloride,
as the compound [Co(NH3)s]3t Cls~ is called, are known
as the ligands and are said to be coordinated to the cobalt
ion. The coordination number of the cobalt ion, or num-
ber of ammonia groups coordinated to the metal ions, is six.
Other complex ions belonging to the inorganic group include
[Ag(NH3),] ", [Fe(CN)g]*~, and [Cr(H.0)]>*.

Eachligand donatesapair of electronstoformacoordinate
covalent link between itself and the central ion having an
incomplete electron shell. For example,

Co*" + 6NH3 = [Co(NH3)g]3*

Hybridization plays an important part in coordination
compounds in which sufficient bonding orbitals are not ordi-
narily available in the metal ion. The reader’s understand-
ing of hybridization will be refreshed by a brief review
of the argument advanced for the quadrivalence of carbon.
It will be recalled that the ground-state configuration of
carbonis

ls 2s 2p

® ® OOO

This cannot be the bonding configuration of carbon, how-
ever, because it normally has four rather than two valence
electrons. Pauling® suggested the possibility of hybridiza-
tion to account for the quadrivalence. According to this
mixing process, one of the 2s electrons is promoted to
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TABLE 10-1
CLASSIFICATION OF COMPLEXES*

I. Metal ion complexes
A. Inorganic type
B. Chelates
C. Ol€fin type
D. Aromatic type
1. Pi (r) complexes
2. Sigma (o) complexes
3. “Sandwich” compounds
11. Organic molecular complexes
A. Quinhydrone type
B. Picric acid type
C. Céaffeine and other drug complexes
D. Polymer type
111. Inclusion/occlusion compounds
A. Channel lattice type
B. Layer type
C. Clathrates
D. Monomolecular type
E. Macromolecular type

*This classification does not pretend to describe the mechanism or the type of
chemical bonds involved in complexation. It is meant simply to separate out the
various types of complexes that are discussed in the literature. A highly
systematized classification of electron donor—acceptor interactionsis given by
R. S. Mulliken, J. Phys. Chem. 56, 801, 1952.

the available 2p orbital to yield four equivalent bonding
orbitals:

1s 2s 2p

® O OO0

These are directed toward the corners of a tetrahedron, and
the structure is known as an sp® hybrid because it involves
one s and three p orbitals. In adouble bond, the carbon atom
isconsidered to be sp? hybridized, and the bonds are directed
toward the corners of atriangle.

Orbitals other than the 2s and 2p orbitals can become
involved in hybridization. The transition elements, such as
iron, copper, nickel, cobalt, and zinc, seem to make use
of their 3d, 4s, and 4p orbitals in forming hybrids. These
hybrids account for the differing geometries often found for
the complexes of the transition metal ions. Table 10-2 shows
some compounds in which the central atom or metal ion is
hybridized differently and the geometry that results.

Ligands such as H,O HsN, CN~, or Cl~ donate a pair
of electronsin forming a complex with a metal ion, and the
electron pair enters one of the unfilled orbitals on the metal
ion. A useful but not inviolate rule to follow in estimating
the type of hybridization in a metal ion complex is to select
that complex in which the metal ion has its 3d levels filled
or that can use the lower-energy 3d and 4s orbitals primarily
inthe hybridization. For example, the ground-state electronic
configuration of Ni>* can be given as

3d 4s 4p

OOOOO O COO

In combining with 4CN~ ligands to form [Ni(CN)4]2~, the
electronic configuration of the nickel ion may become either

3d 4s 4p
COOOD © OO
sp? Tetrahedral structure
or

3d 4s 4p
DOOB®O © OO0

dsp? Planar structure

in which the electrons donated by the ligand are shown as
dots. The dsp? or square planar structure is predicted to be
the complex formed because it uses the lower-energy 3d
orbital. By the preparation and study of a number of com-
plexes, Werner deduced many years ago that thisis indeed
the structure of the complex.

Similarly, thetrivalent cobalt ion, Co(l11), has the ground-
state electronic configuration

3d 4s 4p

OOOODO O 00O

and one may inquire into the possible geometry of the com-
plex [Co(NH3)e]**. Theelectronic configuration of the metal
ion leading to filled 3d levelsis

3d 4s 4p

QOO O O VOO

d?sp® Octahedral

and thus the d?sp® or octahedral structure is predicted as the
structure of thiscomplex. Chelates (see following section) of
octahedral structure can be resolved into optical isomers, and
in an elegant study, Werner? used this technique to prove that
cobalt complexes are octahedral .

In the case of divalent copper, Cu(ll), which has the elec-
tronic configuration

3d 4s 4p

OOOOO O 00O

the formation of the complex [Cu(NHz)4]%* requiresthe pro-
motion of oned electron of Cu>* toa4p level to obtain afilled
3d configuration in the complexed metal ion, and a dsp? or
planar structure is obtained:

3d 4s 4p

OOOOO O QO|D

Although the energy required to elevate the d electron to the
4p level is considerable, the formation of a planar complex
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TABLE 10-2
BOND TYPES OF REPRESENTATIVE COMPOUNDS
Coordination ~ Orbital Example
Number Configuration Bond Geometry Formula Structure
2 p Linear O, 0—0
Cl
3 ? Trigonal BCl3 Ng_gl
CI
4 p° Tetrahedral CH, ;’
NH3———NH;
2 2 \Cu/
4 dsp Square planar Cu(NHs),
mﬁ%u
F
I
e
5 dsp? Bipyramidal PFs F/T\\F
F
NH3
NH3————> NHs
/'/C.‘O\ /
6 o2sp? Octahedral Co(NHg)e®  NFy -~ NH,
NHs

having the 3d levels filled entirely more than “pays’ for the
expended energy.
The metal ion Fe(l11) has the ground-state configuration

3d 45 4p

OOOOO O 00O

and in forming the complex [Fe(CN)g]®~, no electron pro-
motion takes place,

4s

3d
OOOOO O

4p
OOO)|

because no stabilization is gained over that which the d?sp®
configuration aready possesses. Compounds of thistype, in
which the ligands lie “above” a partidly filled orbital, are
termed outer-sphere complexes; whentheligandslie* below”
apartialy filled orbital, asin the previous example, the com-

pound is termed an inner-sphere complex. The presence of
unpaired electronsin ametal ion complex can be detected by
electron spin resonance spectroscopy.

Chelates

Chelation places stringent steric requirements on both metal
andligands. lonssuchasCu(I1) and Ni(Il), whichform square
planar complexes, and Fe(l11) and Co(l11), which form octa-
hedral complexes, can exist in either of two geometric forms.
As a consequence of this isomerism, only cis-coordinated
ligands—Iligands adjacent on a molecule—will be readily
replaced by reaction with achelating agent. Vitamin By, and
the hemoproteins are incapable of reacting with chelating
agents because their metal is already coordinated in such a
way that only the transcoordination positions of the metal are
available for complexation. In contrast, the metal ion in cer-
tain enzymes, such asalcohol dehydrogenase, which contains
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Fig. 10-1. Calcium ions sequestered by ethylendediaminete-
traacetic acid.

zinc, can undergo chelation, suggesting that the metal is
bound in such away as to leave two cis positions available
for chelation.

Chlorophyll and hemoglobin, two extremely important
compounds, are naturally occurring chelates involved in the
life processes of plantsand animals. Albuministhemain car-
rier of various metal ions and small molecules in the blood
serum. The amino-terminal portion of human serum albumin
binds Cu(Il) and Ni(Il) with higher affinity than that of dog
serum abumin. Thisfact partly explainswhy humansareless
susceptible to copper poisoning than are dogs. The binding
of copper to serum albumin is important because this metal
is possibly involved in several pathologic conditions.® The
synthetic chelating agent ethylenediaminetetraacetic acid
(Fig. 10-1) has been used to tie up or sequester iron and cop-
per ions so that they cannot catal yze the oxidative degradation
of ascorbic acid infruit juicesand in drug preparations. Inthe
process of sequestration, the chelating agent and metal ion
form awater-soluble compound. Ethylenediaminetetraacetic
acid is widely used to sequester and remove calcium ions
from hard water.

(e AAENLINA AN CHELATES

A substance containing two or more donor groups may com-
bine with a metal to form a special type of complex known as a
chelate (Greek: “kelos, claw”). Some of the bonds in a chelate
may be ionic or of the primary covalent type, whereas others are
coordinate covalent links. When the ligand provides one group
for attachment to the central ion, the chelate is called monoden-
tate. Pilocarpine behaves as a monodentate ligand toward Co(ll),
Ni(l1),and Zn(ll) to form chelates of pseudotetrahedral geometry.’

Chelation can be applied to the assay of drugs. A calori-
metric method for assaying procainamide in injectable solu-
tions is based on the formation of a 1:1 complex of pro-
cainamidewith cupricionat pH 4to4.5. Thecomplex absorbs
visible radiation at a maximum wavelength of 380 nm.* The
many uses to which metal complexes and chelating agents
can be put are discussed by Martell and Calvin.®

ORGANIC MOLECULAR COMPLEXES

An organic coordination compound or molecular complex
consists of constituents held together by weak forces of the
donor—acceptor type or by hydrogen bonds.

The difference between complexation and the formation
of organic compounds has been shown by Clapp.® The com-
pounds dimethylaniline and 2,4,6-trinitroanisole react in the
cold to give amolecular complex:

HSCO_D

On the other hand, these two compounds react at an elevated
temperaturetoyield asalt, the constituent moleculesof which
are held together by primary valence bonds:

The dotted line in the complex of equation (10-1) indi-
cates that the two molecules are held together by aweak sec-
ondary valence force. It is not to be considered as a clearly
defined bond but rather as an overall attraction between the
two aromatic molecules.

The type of bonding existing in molecular complexes in
which hydrogen bonding playsno partisnot fully understood,

/\

/\

(10-1)

The donor atom of the ligand is the pyridine-type nitrogen
of the imidazole ring of pilocarpine. Molecules with two and
three donor groups are called bidentate and tridentate, respec-
tively. Ethylenediaminetetraacetic acid has six points for attach-
ment to the metal ion and is accordingly hexadentate; how-
ever, in some complexes, only four or five of the groups are
coordinated.
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but it may be considered for the present as involving an O,N O,N
electron donor—acceptor mechanism corresponding to that QNO? Noz
in metal complexes but ordinarily much weaker. O:N «——> ON

DA D+___A—

0.N
CH;
/
N\ + H3CO NO, —
CH,
O,N
O,N -

/CH3
(e [0
CHj,

O,N

NO,
(10-2)

Many organic complexes are so weak that they cannot
be separated from their solutions as definite compounds, and
they are often difficult to detect by chemical and physical
means. The energy of attraction between the constituents is
probably less than 5 kcal/mole for most organic complexes.
Because the bond distance between the components of the
complex is usually greater than 3 A, a covalent link is not
involved. Instead, one molecule polarizes the other, resulting
in a type of ionic interaction or charge transfer, and these
molecular complexes are often referred to as charge trans-
fer complexes. For example, the polar nitro groups of trini-
trobenzeneinduce adipolein thereadily polarizable benzene
molecule, and the electrostatic interaction that results leads
to complex formation:

NOq
5= &+
—-O,N
NO,
(Donor) {Acceptor)

Electron drift or partial electron
transfer by polarization (7 bonding)

X-ray diffraction studies of complexes formed between
trinitrobenzeneand aniline derivatives have shown that one of
the nitro groups of trinitrobenzene lies over the benzenering
of the aniline molecule, the intermolecular distance between
the two molecules being about 3.3 A. This result strongly
suggests that the interaction involves = bonding between the
7 electrons of the benzene ring and the electron-accepting
nitro group.

A factor of someimportancein theformation of molecular
complexesisthe steric requirement. If the approach and close
association of the donor and acceptor moleculesare hindered
by steric factors, the complex isnot likely to form. Hydrogen

M {n

Fig. 10-2. Resonance in a donor-acceptor complex of trinitroben-
zene (acceptor, top) and hexamethylbenzene (donor, bottom). (From
F. Y. Bullock, in M. Florkin and E. H. Stotz (Eds.), Comprehensive
Biochemistry, Elsevier, New York, 1967, pp. 82—85. With permission.)

bonding and other effects must also be considered, and these
are discussed in connection with the specific complexes con-
sidered on the following pages.

The difference between a donor-acceptor and a charge
transfer complex is that in the latter type, resonance makes
the main contribution to complexation, whereas in the for-
mer, London dispersion forcesand dipol e—dipol einteractions
contribute more to the stability of the complex. A resonance
interaction is shown in Figure 10-2 as depicted by Bullock.®
Trinitrobenzeneistheacceptor, A, moleculeand hexamethy!-
benzene is the donor, D. On the left side of the figure, weak
dispersionand dipolar forcescontributeto theinteraction of A
and D; ontheright sideof thefigure, theinteractionof A andD
resultsfrom asignificant transfer of charge, making the elec-
tron acceptor trinitrobenzene negatively charged (A~) and
leaving the donor, hexamethylbenzene, positively charged
(D™). The overall donor—acceptor complex is shown by the
double-headed arrow to resonate between the uncharged
D --- A and the charged D* --- A~ moieties. If, asin the
case of hexamethylbenzene-trinitrobenzene, the resonance
isfairly weak, having an intermolecular binding energy AG
of about—4700 cal ories, thecomplexisreferredtoasadonor—
acceptor complex. If, on the other hand, resonance between
the charge transfer structure (D*- - - A~) and the uncharged
species (D --- A) contributes greatly to the binding of the
donor and acceptor molecule, the complex iscalled acharge
transfer complex. Finally, those complexesbound together by
van der Waals forces, dipole—dipole interactions, and hydro-
gen bonding but lacking charge transfer are known simply
as molecular complexes. In both charge transfer and donor—
acceptor complexes, new absorption bands occur in the spec-
tra, as shown later in Figure 10-13. In this book we do not
attempt to separate thefirst two classes, but rather refer to all
interactions that produce absorption bands as charge trans-
fer or as electron donor—acceptor complexes without distinc-
tion. Those complexes that do not show new bands are called
molecular complexes.

Charge transfer complexes are of importance in phar-
macy. lodine forms 1:1 charge transfer complexes with
the drugs disulfiram, chlomethiazole, and tolnaftate. These
drugs have recognized pharmacologic actions of their own:
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Disulfiramisused against alcohol addiction, clomethiazoleis
a sedative-hypnotic and anticonvulsant, and tolnaftate is an
antifungal agent. Each of these drugs possesses a nitrogen—
carbon—sulfur moiety (see the accompanying structure of
tolnaftate), and a complex may result from the transfer of
charge from the pair of free electrons on the nitrogen and/or
sulfur atoms of these drugs to the antibonding orbital of
the iodine atom. Thus, by tying up iodine, molecules con-
taining the N—C=S moiety inhibit thyroid action in the

body.®
S
I}I—C—O
CHg
HyC

Tolnaftate (Tinactin)

Drug Complexes

Higuchi and his associates' investigated the complexing of
caffeine with a number of acidic drugs. They attributed the
interaction between caffeine and a drug such as a sulfon-
amide or a barbiturate to a dipole—dipole force or hydro-
gen bonding between the polarized carbonyl groups of
caffeine and the hydrogen atom of the acid. A secondary
interaction probably occurs between the nonpolar parts of
the molecules, and the resultant complex is “ squeezed out”
of the agueous phase owing to the great internal pressure of
water. These two effects lead to a high degree of interaction.

The complexation of esters is of particular concern to
the pharmacist because many important drugs belong to this
class. The complexesformed between estersand amines, phe-
nols, ethers, and ketones have been attributed to the hydro-
gen bonding between a nucleophilic carbonyl oxygen and an
active hydrogen. This, however, does not explain the com-
plexation of esters such as benzocaine, procaine, and tetra-
caine with caffeine, as reported by Higuchi et a.** There
are no activated hydrogens on caffeine; the hydrogen in the
number 8 position (formulal) isvery weak (Ko =1 x 10714
and is not likely to enter into complexation. It might be sug-
gested that, in the caffeine molecule, a relatively positive
center exists that serves as a likely site of complexation.
The caffeine molecule is numbered in formula | for con-
venience in the discussion. As observed in formula Il, the
nitrogen at the 2 position presumably can become strongly
electrophilic or acidic just as it is in an imide, owing to
the withdrawal of electrons by the oxygens at positions 1
and 3. An ester such as benzocaine also becomes polar-
ized (formulalll) in such away that the carboxyl oxygen is
nucleophilic or basic. The complexation can thus occur as a
result of adipole—dipoleinteraction between the nucleophilic
carboxyl oxygen of benzocaine and the el ectrophilic nitrogen
of caffeine.

e
O N N
1 6 7
Y - Scn
N2 3 4 9/
1, |
O CHs

Caffeine forms complexes with organic acid anions that
are more soluble than the pure xanthine, but the complexes
formed with organic acids, such as gentisic acid, areless sol-
uble than caffeine alone. Such insoluble complexes provide
caffeine in a form that masks its normally bitter taste and
should serve as a suitabl e state for chewable tablets. Higuchi
and Pitman'? synthesized 1:1 and 1:2 caffeine-gentisic acid
complexes and measured their equilibrium solubility and
rates of dissolution. Boththe 1:1 and 1:2 complexeswere less
solubleinwater than caffeine, and their dissolution rateswere
also less than that of caffeine. Chewable tablets formulated
from these complexes should provide an extended-release
form of the drug with improved taste.

York and Saleh®® studied the effect of sodium salicylate on
the release of benzocaine from topical vehicles, it being rec-
ognized that salicylates form molecular complexeswith ben-
zocaine. Complexation between drug and compl exing agents
can improve or impair drug absorption and bioavailability;
the authors found that the presence of sodium salicylate sig-
nificantly influenced the rel ease of benzocaine, depending on
the type of vehicle involved. The largest increase in absorp-
tion was observed for a water-miscible polyethylene glycol
base.
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TABLE 10-3

SOME MOLECULAR ORGANIC COMPLEXES OF PHARMACEUTICAL INTEREST*

Agent

Compounds That Form Complexes with the Agent Listed in the First Column

Polyethylene glycols

m-Hydroxybenzoic acid, p-hydroxybenzoic acid, salicylic acid, o-phthalic acid,

acetylsalicylic acid, resorcinol, catechol, phenol, phenobarbital, iodine (in 1, - Kl
solutions), bromine (in presence of HBr)

Povidone (polyvinyl-pyrrolidone, PVP)

Benzoic acid, m-hydroxybenzoic acid, p-hydroxybenzoic acid, salicylic acid, sodium

sdlicylate, p-aminobenzoic acid, mandelic acid, sulfathiazole, chloramphenicol,

phenobarbital
Sodium carboxymethylcellulose
Oxytetracycline and tetracycline

Quinine, benadryl, procaine, pyribenzamine
N-Methylpyrrolidone, N,N-dimethylacetamide, y -valerolactone, y-butyrolactone, sodium

p-aminobenzoate, sodium salicylate, sodium p-hydroxybenzoate, sodium saccharin,

caffeine

*Compiled from the results of T. Higuchi et a., J. Am. Pharm. Assoc. Sci. Ed. 43, 393, 398, 456, 1954; 44, 668, 1955; 45, 157, 1956; 46, 458, 587, 1957; and J. L.
Lach et al., Drug Stand. 24, 11, 1956. An extensive table of acceptor and donor molecules that form aromatic molecular complexes was compiled by L. J. Andrews,
Chem. Rev. 54, 713, 1954. Also refer to T. Higuchi and K. A. Connors, Phase Solubility Techniques. Advances in Analytical Chemistry and Instrumentation, in C. N.

Reilley (Ed.), Wiley, New York, 1965, pp. 117-212.

Polymer Complexes

Polyethylene glycols, polystyrene, carboxymethylcellulose,
and similar polymers containing nucleophilic oxygens can
form complexes with various drugs. The incompatibilities
of certain polyethers, such as the Carbowaxes, Pluronics,
and Tweens with tannic acid, sdlicylic acid, and phenal,
can be attributed to these interactions. Marcus** reviewed
some of theinteractionsthat may occur in suspensions, emul-
sions, ointments, and suppositories. Theincompatibility may
be manifested as a precipitate, flocculate, delayed biologic
absorption, loss of preservative action, or other undesirable
physical, chemical, and pharmacologic effects.

Plaizier-Vercammen and De Neve'® studied the interac-
tion of povidone (PV P) with ionic and neutral aromatic com-
pounds. Several factors affect the binding to PV P of substi-
tuted benzoic acid and nicotine derivatives. Although ionic
strength has no influence, the binding increases in phos-
phate buffer solutions and decreases as the temperature is
raised.

Crosspovidone, a cross-linked insoluble PVPR, is able to
bind drugsowingtoitsdipolar character and porousstructure.
Fromming et al.'® studied the interaction of crosspovidone
with acetaminophen, benzocaine, benzoic acid, caffeine, tan-
nic acid, and papaverine hydrochloride, among other drugs.
The interaction is mainly due to any phenolic groups on the
drug. Hexylresorcinol shows exceptionally strong binding,
but the interaction is less than 5% for most drugs stud-
ied (32 drugs). Crosspovidone is a disintegrant in phar-
maceutical granules and tablets. It does not interfere with
gastrointestinal absorption because the binding to drugs is
reversible.

Solutes in parenteral formulations may migrate from the
solution and interact with the wall of a polymeric container.
Hayward et al.” showed that the ability of a polyolefin con-
tainer to interact with drugs depends linearly on the octanol—
water partition coefficient of thedrug. For parabensand drugs

that exhibit fairly significant hydrogen bond donor proper-
ties, a correction term related to hydrogen-bond formation is
needed. Polymer—drug container interactions may result in
loss of the active component in liquid dosage forms.

Polymer—drug complexes are used to modify biopharma-
ceutical parameters of drugs; the dissolution rate of gimaline
is enhanced by complexation with PVP. The interaction is
dueto the aromatic ring of ajmaline and the amide groups of
PVP to yield a dipole—dipole-induced complex.8

Some molecular organic complexes of interest to the phar-
macist are given in Table 10-3. (Complexes involving caf-
feine arelisted in Table 10-6.)

INCLUSION COMPOUNDS

The class of addition compounds known as inclusion or
occlusion compounds results more from the architecture of
molecules than from their chemical affinity. One of the con-
stituents of the complex istrapped in the open lattice or cage-
like crystal structure of the other to yield a stable arrange-
ment.

Channel Lattice Type

The cholic acids (bile acids) can form a group of com-
plexes principally involving deoxycholic acid in combina
tion with paraffins, organic acids, esters, ketones, and aro-
matic compounds and with solvents such as ether, acohol,
and dioxane. The crystals of deoxycholic acid are arranged
to form achannel into which the complexing molecule can fit
(Fig. 10-3). Such stereospecificity should permit the resolu-
tion of optical isomers. In fact, camphor has been partialy
resolved by complexation with deoxycholic acid, and dI-
terpineol has been resolved by the use of digitonin, which
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Fig. 10-3. (a) A channel complex formed with urea molecules as the host. (b) These molecules are
packed in an orderly manner and held together bz hydrogen bonds between nitrogen and oxygen
atoms. The hexagonal channels, approximately 5 A in diameter, provide room for guest molecules
such as long-chain hydrocarbons, as shown here. (From J. F. Brown, Jr., Sci. Am. 207, 82, 1962.
Copyright © 1962 by Scientific American, Inc. All rights reserved.) (c) A hexagonal channel complex
(adduct) of methyl a-lipoate and 15 g of urea in methanol prepared with gentle heating. Needle crystals
of the adduct separated overnight at room temperature. This inclusion compound or adduct begins
to decompose at 63°C and melts at 163°C. Thiourea may also be used to form the channel complex.
(From H. Mina and M. Nishikawa, J. Pharm. Sci. 53, 931, 1964. With permission.). (d) Cyclodextrin
(cycloamylose, Schardinger dextrin). (See Merck Index, 11th Ed., Merck, Rahway, N.J., 1989, p. 425.)
occludes certain molecules in a manner similar to that of Urea and thiourea also crystallize in a channel-like struc-
deoxycholic acid: ture permitting enclosure of unbranched paraffins, alcohols,
ketones, organic acids, and other compounds, as shown in
CH, Figure 10-3a and b. The well-known starch—odine solution
is a channel-type complex consisting of iodine molecules
HO CH—CH, entrapped within spirals of the glucose residues.
CHs COOH Forman and Grady® found that monostearin, an interfer-
CHy— ing substance in the assay of dienestrol, could be extracted
CH;s easily from dermatologic creams by channel-type inclusion

inurea. They felt that ureainclusion might become ageneral

approach for separation of long-chain compounds in assay

HO methods. The authors reviewed the earlier literature on urea
Deoxycholic acid inclusion of straight-chain hydrocarbons and fatty acids.
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Layer Type

Some compounds, such as the clay montmorillonite, the
principal constituent of bentonite, can trap hydrocarbons,
alcohols, and glycols between the layers of their lattices.?°
Graphite can also intercalate compounds between its layers.

Clathrates?!

The clathrates crystallize in the form of a cagelike lattice
in which the coordinating compound is entrapped. Chemi-
cal bonds are not involved in these complexes, and only the
molecular size of the encaged component is of importance.
Ketelaar®® observed the analogy between the stability of a
clathrate and the confinement of a prisoner. The stability of a
clathrate is due to the strength of the structure, that is, to the
high energy that must be expended to decompose the com-
pound, just as a prisoner is confined by the bars that prevent
escape.

Powell and Palin?® made adetailed study of clathrate com-
pounds and showed that the highly toxic agent hydroquinone
(quinol) crystallizesin acagelike hydrogen-bonded structure,
asseeninFigure 10-4. Theholeshaveadiameter of 4.2A and
permit the entrapment of one small molecule to about every
two quinol molecules. Small molecules such as methyl alco-
hol, CO,, and HCI may betrapped in these cages, but smaller
molecules such as H, and larger molecules such as ethanol
cannot be accommodated. It is possible that clathrates may
be used to resolve optical isomers and to bring about other
processes of molecular separation.

Hydroquinone
molecule
forming the cage

Trapped guest or
prisoner molecule

Fig. 10-4. Cagelike structure formed through hydrogen bonding of
hydroquinone molecules. Small molecules such as methanol are
trappedinthe cagestoformthe clathrate. (Modified fromJ.F. Brown,
Jr.,, Sci. Am. 207, 82, 1962. Copyright (©) 1962 by Scientific American,
Inc. All rights reserved.)

Oneofficial drug, warfarin sodium, United States Pharma-
copeia, isaclathrate of water, isopropy! acohol, and sodium
warfarin in the form of awhite crystalline powder.

Monomolecular Inclusion Compounds:
Cyclodextrins

Inclusion compounds were reviewed by Frank.?*2 In addi-
tion to channel- and cage-type (clathrate) compounds, Frank
added classes of mono- and macromolecular inclusion com-
pounds. Monomolecular inclusion compounds involve the
entrapment of a single guest molecule in the cavity of one
host molecule. Monomolecular host structures are repre-
sented by the cyclodextrins (CD). These compounds are
cyclic oligosaccharides containing a minimum of six D-(+)-
glucopyranose units attached by «-1,4 linkages produced by
the action on starch of Bacillus macerans amylase. The nat-
ura «-, 8-, and y-cyclodextrins («¢-CD, B-CD, and y-CD,
respectively) consist of six, seven, and eight units of glucose,
respectively.

Their ability to form inclusion compounds in aqueous
solutionisdueto thetypical arrangement of the glucose units
(see Fig. 10-3d). As observed in cross section in the figure,
the cyclodextrin structure forms a torus or doughnut ring.
The molecule actualy exists as a truncated cone, which is
seen in Figure 10-5a; it can accommodate molecules such
as mitomycin C to form inclusion compounds (Fig. 10-5b).
Theinterior of the cavity isrelatively hydrophobic because of
the CH, groups, whereasthe cavity entrances are hydrophilic
owing to the presence of the primary and secondary hydroxyl
groups.*?® ¢-CD has the smallest cavity (internal diameter
amost5A). 8-CD and y -CD are the most useful for pharma-
ceutical technology owing to their larger cavity size (internal
diameter aimost 6 A and 8 A, respectively). Water inside the
cavity tends to be squeezed out and to be replaced by more
hydrophobic species. Thus, molecules of appropriatesizeand
stereochemistry can beincluded in the cyclodextrin cavity by

(e (AN IM AN CYCLODEXTRINS

According to Davis and Brewster,* “Cyclodextrins are cyclic
oligomers of glucose that can form water-soluble inclusion
complexes with small molecules and portions of large com-
pounds. These biocompatible, cyclic oligosaccharides do
not elicit immune responses and have low toxicities in ani-
mals and humans. Cyclodextrins are used in pharmaceuti-
cal applications for numerous purposes, including improving
the bioavailability of drugs. Of specific interest is the use of
cyclodextrin-containing polymers to provide unique capabil-
ities for the delivery of nucleic acids.” Davis and Brewster?*"
discuss cyclodextrin-based therapeutics and possible future
applications, and review the use of cyclodextrin-containing
polymers in drug delivery.
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Fig. 10-5. (a) Representation of cyclodextrin as a truncated cone.
(b) Mitomycin C partly enclosed in cyclodextrin to form an inclusion
complex. (From 0. Beckers, Int. J. Pharm. 52, 240, 247, 1989. With
permission.)

hydrophobic interactions. Complexation does not ordinarily
involve the formation of covalent bonds. Some drugs may be
too large to be accommodated totally in the cavity. As shown
in Figure 10-5b, mitomycin C interacts with y-CD at one
side of the torus. Thus, the aziridine ring

of mitomycin C is protected from degradation in acidic
solution.?” Bakensfield et a.?® studied the inclusion of
indomethacin with 8-CD using a *H-NMR technique. The
p-chlorobenzoyl part of indomethacin (shaded part of Fig.
10-6) enters the B-CD ring, whereas the substituted indole
moiety (the remainder of the molecule) istoo large for inclu-
sion and rests against the entrance of the CD cavity.

CH,COOH
CH3O
Ny —CH,
N prrm—

Fig. 10-6. Indomethacin (Indocin).

Cyclodextrins are studied as solubilizing and stabilizing
agentsin pharmaceutical dosageforms. Lach and associates?
used cyclodextrins to trap, stabilize, and solubilize sul-
fonamides, tetracyclines, morphine, aspirin, benzocaine,
ephedrine, reserpine, and testosterone. The agueous solubil-
ity of retinoic acid (0.5 mg/liter), a drug used topically in
the treatment of acne,® isincreased to 160 mg/liter by com-
plexation with B-CD. Dissolution rate plays an important
rolein bioavailability of drugs, fast dissolution usually favor-
ing absorption. Thus, the dissolution rates of famotidine, a
potent drug in the treatment of gastric and duodenal ulcers,
and that of tolbutamide, an oral antidiabetic drug, are both
increased by complexation with 8-cyclodextrin.3?

Cyclodextrins may increase or decrease the reactivity of
theguest mol eculedepending onthenature of thereactionand
the orientation of the molecule within the CD cavity. Thus,
a-cyclodextrin tends to favor pH-dependent hydrolysis of
indomethacin in aqueous solution, whereas B-cyclodextrin
inhibits it.?8 Unfortunately, the water solubility of S-CD
(1.8 9/100 mL at 25°C) isoften insufficient to stabilize drugs
at therapeutic doses and is also associated with nephrotox-
icity when CD is administered by parenteral routes.®® The
relatively low agueous solubility of the cyclodextrins may
be due to the formation of intramolecular hydrogen bonds
between the hydroxyl groups (see Fig. 10-3d), which pre-
vent their interaction with water molecules.®*

Derivatives of the natural crystalline CD have been devel -
oped to improve aqueous solubility and to avoid toxicity.
Partial methylation (alkylation) of some of the OH groups
in CD reduces the intermolecular hydrogen bonding, leaving
some OH groups free to interact with water, thus increas-
ing the agueous solubility of CD.3* According to Miiller
and Brauns,® a low degree of alkyl substitution is prefer-
able. Derivatives with a high degree of substitution lower
the surface tension of water, and this has been correlated
with the hemolytic activity observed in some CD deriva-
tives. Amorphous derivatives of 8-CD and y-CD are more
effective as solubilizing agents for sex hormones than the
parent cyclodextrins. Complexes of testosterone with amor-
phous hydroxypropyl S-CD alow an efficient transport of
hormone into the circul ation when given sublingually.®® This
route avoi ds both metabolism of the drug in theintestinesand
rapid first-pass decomposition in the liver (see Chapter 15),
thus improving bioavailahility.

In addition to hydrophilic derivatives, hydrophobic forms
of B-CD have been found useful as sustained-release drug
carriers. Thus, the release rate of the water-soluble calcium
antagonist diltiazem wassignificantly decreased by complex-
ationwith ethylated 8-CD. Thereleaserate was controlled by
mixing hydrophobic and hydrophilic derivatives of cyclodex-
trins at several ratios.>” Ethylated 8-CD has also been used
to retard the delivery of isosorbide dinitrate, a vasodilator.3®

Cyclodextrins may improve the organoleptic characteris-
tics of oral liquid formulations. The bitter taste of suspen-
sions of femoxetine, an antidepressant, is greatly suppressed
by complexation of the drug with g-cyclodextrin.®®
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Molecular Sieves

Macromolecular inclusion compounds, or molecular sieves
as they are commonly called, include zeolites, dextrins, sil-
ica gels, and related substances. The atoms are arranged in
three dimensions to produce cages and channels. Synthetic
zeolites may be made to a definite pore size so as to separate
molecules of different dimensions, and they are also capa
ble of ion exchange. See the review article by Frank?* for a
detailed discussion of inclusion compounds.

METHODS OF ANALYSIS*

A determination of the stoichiometric ratio of ligand to metal
or donor to acceptor and a quantitative expression of the sta-
bility constant for complex formation are important in the
study and application of coordination compounds. A limited
number of the more important methods for obtaining these
quantitiesis presented here.

Method of Continuous Variation

Job* suggested the use of an additive property such as the
spectrophotometric extinction coefficient (dielectric constant
or the square of the refractive index may also be used) for the
measurement of complexation. If the property for two species
is sufficiently different and if no interaction occurs when
the components are mixed, then the value of the property is
the weighted mean of the values of the separate speciesin the
mixture. This meansthat if the additive property, say dielec-
tric constant, is plotted against the mole fraction from 0 to 1
for one of the components of a mixture where no complexa-
tion occurs, alinear relationship is observed, as shown by the
dashed linein Figure 10-7. If solutions of two species A and
B of equal molar concentration (and hence of afixed total con-

- Indication of a 1:1 complex
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Fig. 10-7. A plot of an additive property against mole fraction of
one of the species in which complexation between the species has
occurred. The dashed line isthatexpected if no complex had formed.
(Refer to C. H. Giles et al., J. Chem. Soc., 1952, 3799, for similar
figures.)

Absorbance difference, D

Mole fraction = 0.667
indicating a 2:1 complex ;

1
! ! \1 |
0 0.25 0.5 0.75 1.0
Mole fraction

Fig. 10-8. A plot of absorbance difference against mole fraction
showing the result of complexation.

centration of the species) are mixed and if a complex forms
between the two species, the value of the additive property
will passthrough amaximum (or minimum), as shown by the
upper curve in Figure 10-7. For a constant total concentra-
tion of A and B, the complex isat its greatest concentration at
apoint wherethe speciesA and B arecombined intheratioin
which they occur in the complex. The line therefore shows a
break or achangein slope at the molefraction corresponding
to the complex. The changein slope occurs at amole fraction
of 0.5in Figure 10-7, indicating a complex of the 1:1 type.

When spectrophotometric absorbance is used as the
physical property, the observed values obtained at various
mole fractions when complexation occurs are usually sub-
tracted from the corresponding values that would have been
expected had no complex resulted. Thisdifference, D, isthen
plotted against mole fraction, as shown in Figure 10-8. The
molar ratio of the complex is readily obtained from such a
curve. By means of a calculation involving the concentra-
tion and the property being measured, the stability constant
of the formation can be determined by a method described
by Martell and Calvin.*? Another method, suggested by Bent
and French,® is given here.

If the magnitude of the measured property, such as
absorbance, is proportional only to the concentration of the
complex MA,,, the molar ratio of ligand A to metal M and the
stability constant can bereadily determined. The equation for
complexation can be written as

M +nA = MA, (10-3)
and the stability constant as
[MA:]
K= (10-4)
[M][A]"
or, in logarithmic form,
log[MA,] = logK + log[M] +nlog[A] (10-5)

where [MA,] is the concentration of the complex, [M] is
the concentration of the uncomplexed metal, [A] is the
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concentration of the uncomplexed ligand, n is the number
of moles of ligand combined with 1 mole of metal ion, and
K is the equilibrium or stability constant for the complex.
The concentration of a metal ion is held constant while the
concentration of ligand is varied, and the corresponding con-
centration, [MA,], of complex formed is obtained from the
spectrophotometric analysis.** Now, according to equation
(10-5), if log [MA,] is plotted against log [A], the slope of
thelineyieldsthe stoichiometric ratio or the number n of lig-
and molecules coordinated to the metal ion, and the intercept
onthevertical axisallowsoneto obtain the stability constant,
K, because [M] is a known quantity.

Job restricted his method to the formation of asingle com-
plex; however, Vosburgh et al.* modified it so asto treat the
formation of higher complexesin solution. Osman and Abu-
Eittah®® used spectrophotometric techniques to investigate
1:2 metal-ligand complexes of copper and barbiturates. A
greenish-yellow complex is formed by mixing a blue solu-
tion of copper (1) with thiobarbiturates (colorless). By using
the Job method, an apparent stability constant as well as the
composition of the 1:2 complex was obtained.

pH Titration Method

This is one of the most reliable methods and can be used
whenever the complexation is attended by a change in pH.
The chelation of the cupric ion by glycine, for example, can
be represented as

Cu?*2NH3* CH, COO~ = Cu(NH,CH,COO), + 2H*
(10-6)

Because two protons are formed in the reaction of equation
(10-6), the addition of glycineto asolution containing cupric
ions should result in a decrease in pH.

Titration curves can be obtained by adding a strong base
to a solution of glycine and to another solution containing
glycine and a copper salt and plotting the pH against the
equivalents of base added. The results of such a potentio-
metric titration are shown in Figure 10-9. The curve for

10 Glycine, |
8 .//‘/7 v

pH 6
4 7/Gwcine
and copper, Il

0o 1 2 3 4 5 6 1 8
mL NaOH

Fig.10-9. Titration of glycine and of glycine inthe presence of cupric
ions. The differencein pHfor a given quantity of base added indicates
the occurrence of a complex.

the metal—glycine mixture is well below that for the glycine
alone, and the decrease in pH shows that complexation is
occurring throughout most of the neutralization range. Simi-
lar results are obtained with other zwitterions and weak acids
(or bases), such as N,N’-diacetylethylenediamine diacetic
acid, which has been studied for its complexing action with
copper and calcium ions.

The results can be treated quantitatively in the following
manner to obtain stability constants for the complex. The
two successive or stepwise equilibria between the copper ion
or metal, M, and glycine or the ligand, A, can be written in
genera as

[MA]

M+ A=MA, K= 10-7
S 47

[MA;]
MA + A = MA,; Ky, = 10-8
+ 2 K2 = ToaTlA] (10-8)

and the overall reaction, (10-7) and (10-8), is
M+ 2A = MAy; B = K1Kp = [MA2] (10-9)

[MI[AJ?

Bjerrum? called K; and K the formation constants, and the
equilibrium constant, g, for the overall reaction is known as
the stability constant. A quantity n may now be defined. It
isthe number of ligand molecules bound to ametal ion. The
average number of ligand groupsbound per metal ion present
istherefore designated fi (n bar) and is written as

Total concentration of ligand bound

n= 10-10
Tota concentration of metal ion ( )

or

L [MAL+ 2[MAY] (10-11)
[M] + [MA] + [MA;]

Although n has a definite value for each species of complex
(1 or 2inthiscase), it may have any value between 0 and the
largest number of ligand moleculesbound, 2 inthiscase. The
numerator of equation (10-11) gives the total concentration
of ligand species bound. The second term in the numera-
tor is multiplied by 2 because two molecules of ligand are
contained in each molecul e of the species, MA,. The denom-
inator gives the total concentration of metal present in all
forms, both bound and free. For the special case in which fi
=1, equation (10-11) becomes

[MA] + 2[MA;] = [M] + [MA] + [MA]
[MAz] = [M]

(10-12)
Employing the results in equations (10-9) and (10-12), we
obtain the following relation:

1
B =KiKz = AL or logB = —2 log[A]

and finally

plA] = :—leogﬁ an=1 (10-13)
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where p[A] iswritten for —og [A]. Bjerrum also showed that,
to afirst approximation,

1
p[A] =logK;iahn = > (10-14)

p[A] =logKz atm = g (10-15)
It should now be possible to obtain the individual complex
formation constants, K; and K5, and the overall stability con-
stant, 3, if one knows two values: i and p[A].

Equation (10-10) shows that the concentration of bound
ligand must be determined before i can be evaluated. The
horizontal distances represented by the linesin Figure 10-9
between thetitration curvefor glycineaone (curvel) and for
glycinein the presence of Cu?* (curvell) give the amount of
alkali used up in the following reactions:

O
Ve
CLO_
/
HZC\+ + Cu*t + OH~
NHj
0 * 0
Y V.
/C/—O\ /CLO‘
HQC Cu + ch + OH~-
7
SN, g,

Thisquantity of alkali isexactly equal to the concentration of
ligand bound at any pH, and, according to equation (10-10),
when divided by the total concentration of metal ion, gives
the value of n.

The concentration of free glycine [A] as the “base”
NH,CH,COO™ at any pH is obtained from the acid dissoci-
ation expression for glycine:

NH3* CH,COO™ + H,0 = HzO" 4+ NH,CH,COO~

_ [H3O0"][NH,CH,COO"]

Ka= [NH3*CH,CO0] (10-18)
or
Ka[HA
[NH,CH,COO™], = [A] = [H£O+} (10-19)

The concentration [NH3™ CH,COO™], or [HA], of the acid
species at any pH is taken as the difference between the ini-
tial concentration, [HA]init, of glycine and the concentration,
[NaOH], of alkali added. Then

[HAinit — [NaOH]

Al =K 0]

(10-20)

or

—log, [A] = p[A] = pKa — pH — log, ([HA]init — [NaOH])
(10-21)

where [A] isthe concentration of the ligand glycine.

EXAMPLE 10-1

Calculate Average Number of Ligands

If 75-mL samples containing 3.34 X 10~2 mole/liter of glycine
hydrochloride alone and in combination with 9.45 x 10~ mole/liter
of cupric ion are titrated with 0.259 N NaOH, the two curves I and
II, respectively, in Figure 10-9 are obtained. Compute 77 and p[A] at
pH 3.50 and pH 8.00. The pKj of glycine is 9.69 at 30°C.

(a) From Figure 10-9, the horizontal distance at pH 3.50 for the 75-
mL sample is 1.60 mL NaOH or 2.59 x 10~* mole/mL X 1.60
= 4.15 x 10~* mole. For a 1-liter sample, the value is 5.54 x

o
- C/ \C (10-16)
2 u + H2O
] \NHf
c//oo
- NH,
e, e NCH.| + 10 (10-17)
PN /
NH, ‘o—(C
O//

10~3 mole. The total concentration of copper ion per liter is
9.45 x 10~ mole, and from equation (10-10), 71 is given by
5.54 x 1073
T 9.45x 1073
From equation (10-21),
plA] = 9.69 — 3.50 — log[(3.34 x 1072)
— (5.54 x 1073 =17.75
(b) At pH 8.00, the horizontal distance between the two curves I
and II in Figure 10-9 is equivalent to 5.50 mL of NaOH in the

75-mL sample, or 2.59 x 10~* x 5.50 x 1000/75 = 19.0 x
103 mole/liter. We have

19.0 x 103

T 9.45 x 103

plA] = 9.69 — 8.00 — log[(3.34 x 107%)
—(1.90 x 1072)] = 3.53

=0.59

S|

=2.01

S

Thevaluesof n and p[A] at various pH values are then plotted
asshowninFigure 10-10. Thecurvethatisobtainedisknown
as a formation curve. It is seen to reach alimit at n = 2,
indicating that the maximum number of glycine molecules
that can combine with one atom of copper is 2. From this
curveatn = 0.5,atn = 3/2, and at n = 1.0, the approximate
valuesforlogKy,logK,, andlog 8, respectively, areobtained.
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Fig. 10-10. Formation curve for the copper—glycine complex.

A typical set of datafor the complexation of glycineby copper
is shown in Table 10—-4. Values of log K1, log K5, and log
B for some metal complexes of pharmaceutical interest are
given in Table 10-5.

Pecar et a.*” described the tendency of pyrrolidone
5-hydroxamic acid to bind the ferric ion to form mono, bis,
and tris chelates. These workers later studied the thermo-
dynamics of these chelates using a potentiometric method
to determine stability constants. The method employed by
Pecar et a. is known as the Schwarzenbach method and can
be used instead of the potentiometric method described here
when complexes are unusually stable. Sandmann and Luk*
measured the stability constants for lithium catecholamine
complexes by potentiometric titration of the freelithiumion.
The results demonstrated that lithium forms complexes with

POTENTIOMETRIC TITRATION OF GLYCINE
HYDROCHLORIDE (3.34 x 10~2 MOLE/LITER, pK, 9.69)
AND CUPRIC CHLORIDE (9.45 x 10~3 MOLE/LITER) IN
75-mL SAMPLES USING 0.259 N NaOH AT 30°C*

A(mL NaOH) Moles OH™,
(per 75-mL MA Complexed
pH Sample) (mole/liter) n p[A]
3.50 1.60 554 x 1073 0.59 7.66
4.00 2.90 10.1 x 1073 1.07 7.32
4.50 3.80 13.1 x 1073 1.39 6.85
5.00 450 155 x 1072 1.64 6.44
5.50 5.00 173 x 1073 1.83 5.98
6.00 5.20 18.0 x 1073 191 5.50
6.50 5.35 185 x 102 1.96 5.02
7.00 5.45 18.8 x 1073 1.99 453
7.50 5.50 19.0 x 1073 2.03 4.03
8.00 5.50 19.0 x 1073 2.01 3.15

*From the datain the last two columns, the formation curve, Figure 10-10, is
plotted, and the following results are obtained from the curve: log Ky = 7.9, log
K, = 6.9, and log 8 = 14.8 (averagelog B from the literature at 25°C is about
15.3).

the zwitterionic species of catecholaminesat pH 9to 10 and
with deprotonated forms at pH values above 10. The interac-
tion with lithium depends on the dissociation of the phenolic
oxygen of catecholamines. At physiologic pH, the protonated
speciesshow no significant compl exation. Somelithium salts,
such as lithium carbonate, lithium chloride, and lithium cit-
rate, are used in psychiatry.

Agrawal et al.*® applied a pH titration method to estimate
the average number of ligand groups per metal ion, n, for
several metal—sulfonamide chelates in dioxane-water. The
maximum 1 val ues obtained indicate 1:1 and 1:2 complexes.

SELECTED CONSTANTS FOR COMPLEXES BETWEEN METAL IONS

AND ORGANIC LIGAND*

Organic Ligand Metal lon log K3 log K, log, B8 =log K; K,
Ascorbic acid Ca?+ 0.19 — —
Nicotinamide Ag*t — — 32
Glycine (aminoacetic acid) Cu?t 8.3 7.0 15.3
Salicylaldehyde Fet 42 34 7.6
Salicylic acid cu?t 10.6 6.3 16.9
p-hydroxybenzoic acid Fe3t 15.2 — —
Methy! salicylate Fe* 9.7 — —
Diethylbarbituric acid (barbital) cat 0.66 — —
8-Hydroxyquinoline Cu?t 15 14 29
Pteroylglutamic acid (folic acid) cu?t — — 7.8
Oxytetracycline NiZ+ 5.8 4.8 10.6
Chlortetracycline Fe3t 8.8 7.2 16.0

*From J. Bjerrum, G. Schwarzenback, and L. G. Sillen, Stability Constants, Part I, Organic Ligands, The Chemical

Society, London, 1957.
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The linear relationship between the pK; of the drugs and the
log of the stability constants of their corresponding metal ion
complexes showsthat the more basic ligands (drugs) give the
more stable chelates with cerium (1V), paladium (1), and
copper (11). A potentiometric method was described in detail
by Connors et al.% for the inclusion-type complexes formed
between «-cyclodextrin and substituted benzoic acids.

Distribution Method

The method of distributing a solute between two immiscible
solvents can be used to determine the stability constant for
certain complexes. The complexation of iodine by potassium
iodide may be used as an example to illustrate the method.
The equilibrium reaction in itssimplest formis

Lh+1" = I3~ (10-22)

Additional steps also occur in polyiodide formation; for
example, 21~ + 2, = Iéf may occur at higher concentra-
tions, but it need not be considered here.

EXAMPLE 10-2

Free and Total Iodine

When iodine is distributed between water (w) at 25°C and carbon
disulfide as the organic phase (0), as depicted in Figure 10-11, the
distribution constant K(o/w) = C,/C,, is found to be 625. When it
is distributed between a 0.1250 M solution of potassium iodide and
carbon disulfide, the concentration of iodine in the organic solvent is
found to be 0.1896 mole/liter. When the aqueous KI solution is ana-
lyzed, the concentration of iodine is found to be 0.02832 mole/liter.
In summary, the results are as follows:

Total concentration of I, in the aqueous
layer (free + complexed iodine): 0.02832, mole/liter
Total concentration of KI in the aqueous
layer (free 4+ complexed KI): 0.1250 mole/liter
Concentration of I, in the CS, layer (free): 0.1896 mole/liter
Distribution coefficient, K(o/w) = [I2]o/[L2]w = 625
The species common to both phases is the free or uncomplexed

iodine; the distribution law expresses only the concentration of free
iodine, whereas a chemical analysis yields the fotal concentration of

2 2

2t H,0 Layer

L &

" Y,

Fig. 10-11. The distribution of iodine between water and carbon
disulfide.

[~ CS, Layer

iodine in the aqueous phase. The concentration of free iodine in the
aqueous phase is obtained as follows:
[L2]o 0.1896 4 .

= ——— = 3.034 x 107" mole/liter
K(olw) 625
To obtain the concentration of iodine in the complex and hence the
concentration of the complex, [I3~], one subtracts the free iodine
from the total iodine of the aqueous phase:

L]y =

[IZ]CUmplBXCd = [IZ]w, total — [IZ]W, free
= 0.02832 — 0.000303
= 0.02802 mole/liter

According to equation (10-22), I, and KI combine in equimolar
concentrations to form the complex. Therefore,

[KI]complexed = [IZ]COmplexed = 0.02802 mole/liter

KI is insoluble in carbon disulfide and remains entirely in the
aqueous phase. The concentration of free KI is thus

[KI}free = [Kl]total — [KI]complexed
= 0.1250 — 0.02802
= 0.09698 mole/liter

and finally
_ [Complex]
N [IZ]free [KI]ﬁ'ee

0.02802

= 0.000303 x 0.09698 ~ >

Higuchi and his associates investigated the complexing
action of caffeine, polyvinylpyrrolidone, and polyethylene
glycols on a number of acidic drugs, using the partition or
distribution method. According to Higuchi and Zuck,%* the
reaction between caffeine and benzoic acid to form the ben-
zoic acid—caffeine complex is

Benzoic acid + Caffeine= (Benzoic acid-Caffeine)

(10-23)

and the stability constant for the reactionsat 0°C is
_ [Benzoic acid-Caffeine]
~ [Benzoic acid][Caffeine]
Theresultsvaried somewhat, the value 37.5 being an average
stability constant. Guttman and Higuchi®? |ater showed that
caffeine exists in agueous solution primarily as a monomer,

dimer, and tetramer, which would account in part for the
variation in K as observed by Higuchi and Zuck.

=375 (10-24)

Solubility Method

According to the solubility method, excess quantities of the
drug are placed in well-stoppered containers, together with a
solution of the complexing agent in various concentrations,
and the bottles are agitated in a constant-temperature bath
until equilibrium is attained. Aliquot portions of the super-
natant liquid are removed and analyzed.

Higuchi and Lach® used the solubility method to inves-
tigate the complexation of p-aminobenzoic acid (PABA) by
caffeine. The results are plotted in Figure 10-12. The point
A at whichtheline crossesthevertical axisisthe solubility of
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Fig. 10-12. The solubility of para-aminobenzoic acid (PABA) in the
presence of caffeine. (From T. Higuchi and J. L. Lack, J. Am. Pharm.
Assoc. Sci. Ed. 43, 525, 1954.)

the drug in water. With the addition of caffeine, the solubility
of PABA rises linearly owing to complexation. At point B,
the solutionissaturated with respect to the complex andto the
drug itself. The complex continuesto form and to precipitate
from the saturated system as more caffeineisadded. At point
C, al the excess solid PABA has passed into solution and
has been converted to the complex. Although the solid drug
is exhausted and the solution is no longer saturated, some
of the PABA remains uncomplexed in solution, and it com-
bines further with caffeine to form higher complexes such as
(PABA-2 caffeine) as shown by the curve at the right of the
diagram.

EXAMPLE 10-3

Stoichiometric Complex Ratio

The following calculations are made to obtain the stoichiometric
ratio of the complex. The concentration of caffeine, corresponding
to the plateau BC, equals the concentration of caffeine entering the
complex over this range, and the quantity of p-aminobenzoic acid
entering the complex is obtained from the undissolved solid remain-
ing at point B. It is computed by subtracting the acid in solution
at the saturation point B from the total acid initially added to the
mixture, because this is the amount yet undissolved that can form
the complex.

The concentration of caffeine in the plateau region is found from
Figure 10-12 to be 1.8 x 10~2 mole/liter. The free, undissolved solid
PABA is equal to the total acid minus the acid in solution at point
B, namely, 7.3 x 10~2 — 5.5 x 10~2, or 1.8 x 102 mole/liter, and
the stoichiometric ratio is

Caffeine in complex 1.8 x 102
PABA in complex ~ 1.8 x 10-2
The complex formation is therefore written as

PABA + Caffeine = PABA-Caffeine (10-25)
and the stability constant for this 1:1 complex is
PABA-Caffei
| affeine] (10-26)

" [PABA][Caffeine]

K may be computed as follows. The concentration of the complex
[PABA-Caffeine] is equal to the total acid concentration at satura-
tion less the solubility [PABA] of the acid in water. The concentra-
tion [Caffeine] in the solution at equilibrium is equal to the caffeine
added to the system less the concentration that has been converted
to the complex. The total acid concentration of saturation is 4.58 X
102 mole/liter when no caffeine is added (solubility of PABA) and

is 5.312 x 10~2 mole/liter when 1.00 x 10~2 mole/liter of caffeine
is added. We have

[PABA-Caffeine] = (5.31 x 1072)—(4.58 x 1072)
= 0.73 x 10 2[PABA] = 4.58 x 102
[Caffeine] = (1.00 X 1072)—(0.73 x 10~2) = 0.27 x 102
Therefore,

PABA-Caffeine 0.73 x 102

[PABA][Caffeine] _ (4.58 x 10-2)(0.27 x 10-2)

Thestability constantsfor anumber of caffeine complexes
obtained principaly by the distribution and the solubility
methods are given in Table 10-6. Stability constants for a
number of other drug complexes were compiled by Higuchi
and Connors.> Kenley et a.% studied water-soluble com-
plexes of various ligands with the antiviral drug acyclovir
using the solubility method.

Spectroscopy and Change Transfer Complexation

Absorption spectroscopy inthevisibleand ultraviol et regions
of the spectrum is commonly used to investigate electron
donor—acceptor or charge transfer complexation.>®5” When
iodineis analyzed in anoncomplexing solvent such as CCly,
acurveis obtained with a single peak at about 520 nm. The
solution is violet. A solution of iodine in benzene exhibits
a maximum shift to 475 nm, and a new peak of consider-
ably higher intensity for the charge-shifted band appears at
300 nm. A solution of iodine in diethyl ether shows a till
greater shift tolower wavelength and the appearance of anew
maximum. These solutionsarered to brown. Their curvesare
shown in Figure 10-13. In benzene and ether, iodine is the
electron acceptor and the organic solvent is the donor; in

TABLE 10-6
APPROXIMATE STABILITY CONSTANTS OF SOME
CAFFEINE COMPLEXES IN WATER AT 30°C

Compound Complexed Approximate Stability

with Caffeine Constant
Suberic acid 3
Sulfadiazine 7
Picric acid 8
Sulfathiazole 11
o-Phthalic acid 14
Acetylsdlicylic acid 15
Benzoic acid (monomer) 18
Sdlicylic acid 40
p-aminobenzoic acid 48
Butylparaben 50
Benzocaine 59
p-hydroxybenzoic acid >100

*Compiled from T. Higuchi et al., J. Am. Pharm. Assoc. Sci. Ed. 42, 138, 1953;
43, 349, 524, 527, 1954; 45, 290, 1956; 46, 32, 1957. Over 500 such complexes
with other drugs are recorded by T. Higuchi and K. A. Connors. Phase solubility
Techniques, in C. N. Reilley (Ed.), Advances in Analytical Chemistry and
Instrumentation, Wiley, Vol. 4, New York, 1965, pp. 117-212.
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Fig.10-13. Absorption curve of iodine inthe noncomplexing solvent
(1) carbontetrachloride and the complexing solvents (2) benzene
and (3) diethyl ether. (From H. A. Benesi and J. A. Hildebrand, J. Am.
Chem. Soc. 70, 2832, 1948.)

CCly, no complex isformed. The shift toward the ultraviolet
region becomesgreater asthe el ectron donor solvent becomes
astronger electron-releasing agent. These spectra arise from
the transfer of an electron from the donor to the acceptor in
close contact in the excited state of the complex. The more
easily a donor such as benzene or diethyl ether releases its
electron, as measured by itsionization potential, the stronger
it is as a donor. lonization potentials of a series of donors
produce a straight line when plotted against the frequency
maximum or charge transfer energies (1 nm = 18.63 cal/
mole) for solutions of iodine in the donor solvents.6-57

The complexation constant, K, can be obtained by use of
visibleand ultraviol et spectroscopy. The association between
the donor D and acceptor A isrepresented as

<1
D+ A<= DA
ko1

(10-27)

where K = ki /k_; isthe equilibrium constant for complex-
ation (stability constant) and k; and k_; are the interaction
rate constants. When two molecules associate according to
this scheme and the absorbance A of the charge transfer band
is measured at a definite wavelength, K is readily obtained
from the Benesi—Hildebrand equation®®:

Ao 1 11

A_6+K6Do (10-28)
Ao and Dg areinitial concentrationsof the acceptor and donor
species, respectively, in molel/liter, € isthemolar absorptivity
of the charge transfer complex at its particular wavelength,
and K, the stability constant, is given in liter/mole or M~1.
A plot of Ap/A versus 1/Dg results in a straight line with a
slopeof 1/(Ke) and anintercept of 1/¢, asobserved in Figure
10-14.

40 40°C
30°C

30 - 20°C

20 /(K- e

10

Ay/A, Concentration of drug/absorbance (M x 10%)

€
0 ] | | |
0 1 2 3 4

1/D,, Inverse concentration of donor (M~')

Fig.10-14. A Benesi—Hildebrand plotfor obtaining the stability con-
stant, K, from equation (10-28) for charge transfer complexation.
(From M. A. Slifkin, Biochim. Biophys. Acta 109, 617, 1965.)

Borazan et a.> investigated the interaction of nucleic
acid bases (electron acceptors) with catechol, epinephrine,
and isoproterenol (electron donors). Catechols have low ion-
ization potentials and hence a tendency to donate electrons.
Charge transfer complexation was evident as demonstrated
by ultraviol et absorption measurements. With the assumption
of 1:1 complexes, the equilibrium constant, K, for charge
transfer interaction was obtained from Benesi—Hildebrand
plots at three or four temperatures, and AH° was obtained at
these same temperatures from the slope of the line as plotted
in Figure 10-15. The values of K and the thermodynamic
parameters AG°, AH®, and AS° are given in Table 10-7.

0.22 -

0.20

Log K

0.18

0 14 1 i I |
) 3.2 3.3 34 35

1/T x 10° (K)

Fig. 10-15. Adenine—catechol stability constant for charge transfer
complexation measured at various temperatures at a wavelength of
340 nm. (From F. A. Al-Obeidi and H. N. Borazan, J. Pharm. Sci. 65,
892, 1976. With permission.)
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STABILITY CONSTANT, K, AND THERMODYNAMIC
PARAMETERS FOR CHARGE TRANSFER INTERACTION
OF NUCLEIC ACID BASES WITH CATECHOL IN AQUEOUS
SOLUTION*

Temperature K AG® AH° AS°

(°C) (M) (cal/mole) (cal/mole) (cal/deg mole)
Adenine—catechol
9 1.69 —294
18 1.59 —264 —1015 -2.6
37 1.44 —226
Uracil—catechol
6 0.49 396
18 0.38 560 —3564 -14
25 0.32 675
37 0.26 830

*From F. A. Al-Obeidi and H. N. Borazan, J. Pharm. Sci. 65, 892, 1976. With
permission.

EXAMPLE 10-4
Calculate Molar Absorptivity

When A /A is plotted against 1/D, for catechol (electron-donor)
solutions containing uracil (electron acceptor) in 0.1 N HCI at 6°C,
18°C, 25°C, and 37°C, the four lines were observed to intersect the
vertical axis at 0.01041. Total concentration, Ay, for uracil was 2 X
102 M, and D, for catechol ranged from 0.3 to 0.8 M. The slopes of
the lines determined by the least-squares method were as follows:

6°C 18°C
0.02125 0.02738

25°C
0.03252

37°C
0.04002

Calculate the molar absorptivity and the stability constant, K.
Knowing K at these four temperatures, how does one proceed to
obtain AH°, AG®°, and AS°?

The intercept, from the Benesi—Hildebrand equation, is the recip-
rocal of the molar absorptivity, or 1/0.01041 = 96.1. The molar
absorptivity, €, is a constant for a compound or a complex, indepen-
dent of temperature or concentration. K is obtained from the slope
of the four curves:

(1) 0.02125 = 1/(K x 96.1); K = 0.49 M~!
(2)0.02738 = 1/(K x 96.1); K = 0.38 M~!
(3)0.03252 = 1/(K x 96.1); K = 0.32 M~!
(4) 0.04002 = 1/(K x 96.1); K = 0.26 M~!

These K values are then plotted as their logarithms on the verti-
cal axis of a graph against the reciprocal of the four temperatures,
converted to kelvin. This is a plot of equation (10-49) and yields
AH?° from the slope of the line. AG® is calculated from log K at
each of the four temperatures using equation (10—48), in which the
temperature, 7, is expressed in kelvin. AS® is finally obtained using
relation: AG®° = AH° - TAS°. The answers to this sample problem
are given in Table 10-7.

Webb and Thompson® studied the possible role of elec-
tron donor—acceptor complexes in drug—receptor binding
using quinoline and naphthalene derivatives as model elec-
tron donors and a trinitrofluorene derivative as the elec-
tron acceptor. The most favorable arrangement for the
donor 8-aminoquinoline (heavy lines) and the acceptor

9-dicyanomethylene trinitrofluorene (light lines), as calcu-
lated by a quantum chemical method, is shown below:

Filled circles are nitrogen atoms and open circles oxy-
gen atoms. The donor lies above the acceptor molecule at an
intermolecular distance of about 3.35 A and is attached by a
binding energy of —5.7 kcal/mole. The negative sign signifies
a positive binding force.

Other Methods

A number of other methods are available for studying the
complexation of metal and organic molecular complexes.
They include NMR and infrared spectroscopy, polarography,
circular dichroism, kinetics, x-ray diffraction, and electron
diffraction. Several of these will be discussed briefly in this
section.

Complexation of caffeine with L-tryptophan in agueous
solution was investigated by Nishijo et a.6* using *H-NMR
spectroscopy. Caffeineinteractswith L-tryptophan at amolar
ratio of 1:1 by parallel stacking. Complexation is aresult of
polarization and = — 7z interactions of the aromatic rings. A
possible mode of paralel stacking isshown in Figure 10-16.
This study demonstrates that tryptophan, which is presumed
to be the binding site in serum albumin for certain drugs,
can interact with caffeine even as free amino acid. However,

o
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Fig. 10-16. Stacking of L-tryptophan (solid line) overlying caffeine
(dashed line). The benzene ring of tryptophan is located above the
pyrimidine ring of caffeine, and the pyrrole ring of L-tryptophan is
above the imidazole ring of caffeine. (From J. Nishijo, |. Yonetami, E.
lwamoto, et al., J. Pharm. Sci. 79, 18, 1990. With permission.)
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caffeine does not interact with other aromatic amino acids
such as L-valine or L-leucine.

Borazan and Koumrigian®? studied the coil-helix tran-
sition of polyadenylic acid induced by the binding of the
catecholamines norepinephrine and isoproterenol, using cir-
cular dichroism. Most mMRNA molecules contain regions of
polyadenylic acid, which are thought to increase the sta-
bility of mRNA and to favor genetic code translation. The
change of the circular dichroism spectrum of polyadenylic
acid was interpreted as being due to intercalative binding of
catecholamines between the stacked adenine bases. These
researchers suggested that catecholamines may exert a con-
trol mechanism through induction of the coil-to-helix tran-
sition of polyadenylic acid, which influences genetic code
tranglation.

De Taeye and Zeegers-Huyskens®® used infrared spec-
troscopy to investigate the hydrogen-bonded complexes
involving polyfunctional bases such as proton donors. This
is a very precise technique for determining the thermody-
namic parametersinvolved in hydrogen-bond formation and
for characterizing the interaction sites when the molecule
has several groups available to form hydrogen-bonded. Caf-
feineforms hydrogen-bonded complexeswith various proton
donors. phenoal, phenol derivatives, aliphatic alcohols, and
water. From the infrared technique, the preferred hydrogen-
bonding sites are the carbony! functions of caffeine. Seventy
percent of the complexes are formed at the C=0O group at
position 6 and 30% of the complexes at the C=0 group at
position 2 of caffeine. El-Said et a.%* used conductometric
and infrared methods to characterize 1:1 complexes between
uranyl acetate and tetracycline. The structure suggested for
the uranyl—tetracycline complex is shown below.

(- e A AENININAAE DRUG—PROTEIN
BINDING

The binding of drugs to proteins contained in the body can
influence their action in a number of ways. Proteins may
(a) facilitate the distribution of drugs throughout the body,
(b) inactivate the drug by not enabling a sufficient concentra-
tion of free drug to develop at the receptor site, or (c) retard
the excretion of a drug. The interaction of a drug with pro-
teins may cause (a) the displacement of body hormones or
a coadministered agent, (b) a configurational change in the
protein, the structurally altered form of which is capable of
binding a coadministered agent, or (c)the formation of a drug—
protein complex that itself is biologically active. These topics
are discussed in a number of reviews.%>% Among the plasma
proteins, albumin is the mostimportant owing to its high con-
centration relative to the other proteins and also toits ability to
bind both acidic and basic drugs. Another plasma protein, aq-
acid glycoprotein, has been shown to bind numerous drugs;
this protein appears to have greater affinity for basic than for
acidic drug molecules.

PROTEIN BINDING

A complete analysis of protein binding, including the multi-
ple equilibriathat are involved, would go beyond our imme-
diate needs. Therefore, only an abbreviated treatment isgiven
here.

Binding Equilibria

We write the interaction between a group or free receptor P
in aprotein and adrug molecule D as

P+D<=PD (10-29)

The equilibrium constant, disregarding the difference
between activities and concentrations, is

_ [PD] .
= [PI[D] (10-30)
or
K[P][Ds] = [PD] (10-31)

where K is the association constant, [P] is the concentra-
tion of the protein in terms of free binding sites, [Ds] is the
concentration, usually given in moles, of free drug, some-
times called the ligand, and [PD] is the concentration of the
protein—drug complex. K varies with temperature and would
be better represented as K(T); [PD], the symbol for bound
drug, is sometimes written as[Dy], and [D], the free drug, as
[D4].

If the total protein concentration is designated as [Pt], we
can write

[P] =[P]+[PD]
or
[P] = [P] — [PD] (10-32)

Substituting the expression for [P] from equation (10-32)
into (10-31) gives

[PD] = K[DA(PI - [PD])  (10-33)
[PD] = K[DA[PD] = K[DA[R]  (10-34)
[PD] _ KID{] (1035)

Pe 1+ K[D{
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Let r be the number of moles of drug bound, [PD], per mole
of total protein, [P,]; thenr = [PD]/[P], or

_ K[D]
(= ——— -
1+ K[Dy]

Theratio r can also be expressed in other units, such as mil-
ligrams of drug bound, X, per gram of protein, m. Equation
(10-36) is one form of the Langmuir adsorption isotherm.
Although it is quite useful for expressing protein-binding
data, it must not be concluded that obedience to this formula
necessarily requires that protein binding be an adsorption
phenomenon. Expression (10-36) can be converted to alin-
ear form, convenient for plotting, by inverting it:

1 . 1
ro K[Df]
If v independent binding sites are available, the expression

for r, equation (10-36), is ssimply v times that for a single
site, or

(10-36)

+1 (10-37)

K[Ds]
=)—
1+ K[Dy]
and eguation (10-37) becomes

1 1 1 1
= _—_ 4= 10-39
r vK[Dj] + v ( )
Equation (10-39) produces what is called a Klotz reciprocal
plot.5”
An alternative manner of writing equation (10-38) isto
rearrangeit first to

r + rK[D¢] = vK[Dy4]

(10-38)

(10-40)

r

(D vK —rK
Data presented according to equation (10-41) are known as
aScatchard plot.5”-% The binding of bishydroxycoumarin to
human serum albumin is shown as a Scatchard plot in Figure
10-17.

Graphical treatment of data using equation (10-39) heav-
ily weights those experimental points obtained at low con-
centrations of free drug, D, and may therefore lead to misin-
terpretations regarding the protein-binding behavior at high
concentrations of free drug. Equation (10-41) does not have
this disadvantage and is the method of choice for plotting
data. Curvature in these plots usually indicates the existence
of more than one type of binding site.

Equations (10-39) and (10-41) cannot be used for the
analysis of data if the nature and the amount of protein in
the experimental system are unknown. For these situations,
Sandberg et al % recommended the use of aslightly modified
form of equation (10-41):

[Do] _
[Df]

where [Dy] is the concentration of bound drug. Equation
(10-42) is plotted as the ratio [Dy]/[Ds] versus [Dy], and

(10-41)

—K[Dp] 4 vK[P{] (10-42)

1" vK = 10.5 x 10° liter/mole
10 6
9 ; 4
8
7 2
I x 1075 6 0
D] 0 40 80 120160
5 D, (moles/liter x 10°)
4 vK = 5.1 x 10° liters/mole
3
2
1 -
0 1 1 1

r— [Bound drug]
[Total protein]

Fig. 10-17. A Scatchard plot showing the binding of bishydroxy-
coumarin to human serum albumin at 20°C and 40°C plotted accord-
ingto equation (10-41). Extrapolation of the two lines to the horizontal
axis, assuming a single class of sites with no electrostatic interac-
tion, gives an approximate value of 3 for v. (From M. J. Cho, A. G.
Mitchell, and M. Pernarowski, J. Pharm. Sci. 60, 196, 1971; 60, 720,
1971. With permission.) The inset is a Langmuir adsorption isotherm
of the binding data plotted according to equation (10-36).

in this way K is determined from the slope and vK[Py] is
determined from the intercept.

The Scatchard plot yields a straight line when only one
class of binding sites is present. Frequently in drug-binding
studies, n classes of sites exist, each class i having v; sites
with aunique association constant Kj . In such acase, the plot
of r/[Ds] versusr is not linear but exhibits a curvature that
suggeststhe presence of more than one class of binding sites.
Thedatain Figure 10-17 were analyzed intermsof oneclass
of sitesfor simplification. The plotsat 20°C and 40°C clearly
show that multiple sites are involved. Blanchard et al.”
reviewed the case of multiple classes of sites. Equation
(10-38) isthen written as

_ nKy[D] v2Ka[Df] | unKn[D]
"~ 1+ Kq[Df] 1+ Ky[Dy] 1+ Kn[Dt]
(10-43)
or
_ ~~ uiKi[Df]
"= 2 Ty ey

As previoudly noted, only v and K need to be evaluated
when the sites are all of one class. When n classes of sites
exist, equations (10-43 and 10-44) can be written as

n—1

£

i=1

The binding constant, Ky, in the term on the right is small,

indicating extremely weak affinity of the drug for the sites,

but this class may have a large number of sites and so be
considered unsaturable.

vi Ki[Dy]

—_— Kn[D
1+Ki[Df]+Vn n[ D]

(10-45)
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Equilibrium Dialysis (ED) and Ultrafiltration (UF)

A number of methods are used to determine the amount of
drug bound to a protein. Equilibrium dialysis, ultrafiltration,
and electrophoresis are the classic techniques used, and in
recent years other methods, such as gel filtration and nuclear
magnetic resonance, have been used with satisfactory results.
We shall discuss the equilibrium dialysis, ultrafiltration, and
kinetic methods.

The equilibrium dialysis procedure was refined by Klotz
et al.”* for studying the complexation between metal ions
or small molecules and macromolecules that cannot pass
through a semipermeable membrane.

According to the equilibrium dialysis method, the serum
albumin (or other protein under investigation) is placed in
a Visking cellulose tubing (Visking Corporation, Chicago)
or similar dialyzing membrane. The tubes are tied securely
and suspended in vessel s containing the drug in various con-
centrations. lonic strength and sometimes hydrogen ion con-
centration are adjusted to definite values, and controls and
blanks are run to account for the adsorption of the drug and
the protein on the membrane.

If binding occurs, the drug concentration in the sac con-
taining the protein is greater at equilibrium than the con-
centration of drug in the vessel outside the sac. Samples are
removed and analyzed to obtain the concentrations of free
and complexed drug.

Equilibrium dialysis is the classic technique for protein
binding and remains the most popular method. Some poten-
tial errorsassociated with thistechniquearethe possiblebind-
ing of drug to the membrane, transfer of substantial amounts
of drug from the plasma to the buffer side of the membrane,
and osmotic volume shifts of fluid to the plasma side. Tozer
et al.” developed mathematical equations to calculate and
correct for the magnitude of fluid shifts. Briggs et al.”® pro-
posed amodified equilibrium dialysis technique to minimize
experimental errors for the determination of low levels of
ligand or small molecules.

Ultrafiltration methods are perhaps more convenient
for the routine determination because they are less time-
consuming. The ultrafiltration method is similar to equilib-
rium dialysisin that macromolecules such as serum albumin
are separated from small drug molecules. Hydraulic pressure
or centrifugation is used in ultrafiltration to force the solvent
and the small molecules, unbound drug, through the mem-
brane while preventing the passage of the drug bound to the
protein. Thisultrafiltrate isthen analyzed by spectrophotom-
etry or other suitable technique.

The concentration of the drug that is free and unbound,
Dy, is obtained by use of the Beer’s law equation:

A = ebc (10-46)

where A is the spectrophotometric absorbance (dimension-
less), € isthe molar absorptivity, determined independently
for each drug, ¢ (Ds in binding studies) is the concentration
of the free drug in the ultrafiltrate in moleg/liter, and b isthe

optical path length of the spectrophotometer cell, ordinarily
1 cm. The following example outlines the steps involved in
calculating the Scatchard r value and the percentage of drug
bound.

EXAMPLE 10-5

Binding to Human Serum Albumin

The binding of sulfamethoxypyridazine to human serum albumin
was studied at 25°C, pH 7.4, using the ultrafiltration technique. The
concentration of the drug under study, [ D], is 3.24 x 10~ mole/liter
and the human serum albumin concentration, [P], is 1.0 x 10~
mole/liter. After equilibration the ultrafiltrate has an absorbance, A,
of 0.559 at 540 nm in a cell whose optical path length, b, is 1 cm.
The molar absorptivity, €, of the drug is 5.6 x 10* liter/mole cm.
Calculate the Scatchard r value and the percentage of drug bound.
The concentration of free (unbound) drug, [Ds], is given by
A 0.559

(D= 30 = 56 x 1001

The concentration of bound drug, [Dy], is given by
[Do] = [Dr] — [Dx]
= (3.24 X 1075) — (0.99 x 107%)
= 2.25 x 1075 mole/liter

= 0.99 x 107> mole/liter

The r value is

r [Dp]  2.25 x 10-°
T [Pl T 1.0x10—*
The percentage of bound drug is [Dy]/[D;] x 100 = 69%.

=0.225

A potential error in ultrafiltration techniques may result
from the drug binding to the membrane. The choice between
ultrafiltration and equilibrium dialysis methods depends on
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Fig. 10-18. The dynamic dialysis plot for determining the concen-
tration of bound drug in a protein solution (From M. C. Meyer and
D. E. Guttman, J. Pharm. Sci. 57, 1627, 1968. With permission).
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Protein binding (PB) plays an important role in the pharmacoki-
netics and pharmacodynamics of a drug. The extent of PB in the
plasma or tissue controls the volume of distribution and affects
both hepatic and renal clearance. In many cases, the free drug
concentration, rather than the total concentration in plasma, is
correlated to the effect. Drug displacement from drug—protein
complex can occur by direct competition of two drugs for the
same hinding site and is important with drugs that are highly
bound (>95%), for which a small displacement of bound drug
can greatly increase the free drug concentration in the plasma.
In order to measure free fraction or PB of a drug, ultrafiltration
(UF), ultracentrifugation, equilibrium dialysis (ED), chromatogra-
phy, spectrophotometry, electrophoresis, etc. have been used.
Essential methodologic aspects of PB study include the selection
of assay procedures, devices, and materials. The most commonly
used method for PB measurement is ED, which is believed to be

the characteristics of the drug. The two techniques have been
compared in several protein-binding studies.”- "6

Dynamic Dialysis

Meyer and Guttman’’ devel oped a kinetic method for deter-
mining the concentrations of bound drug in a protein solu-
tion. The method has found favor in recent years because it
isrelatively rapid, economical in terms of the amount of pro-
tein required, and readily applied to the study of competitive
inhibition of protein binding. It is discussed here in some
detail. The method, known as dynamic dialysis, is based on
the rate of disappearance of drug from adialysis cell that is
proportional to the concentration of unbound drug. The appa-
ratus consists of a400-mL jacketed (temperature-controlled)
beaker into which 200 mL of buffer solution is placed. A
cellophane dialysis bag containing 7 mL of drug or drug—
protein solution is suspended in the buffer solution. Both
solutions are stirred continuously. Samples of solution exter-
nal to the dialysis sac are removed periodically and analyzed
spectrophotometrically, and an equivalent amount of buffer
solutionisreturned to the external solution. The dialysis pro-
cessfollowstherate law

—d[Dy]
dt

where[Dy] isthetotal drug concentration, [Ds], isthe concen-
tration of free or unbound drug in the dialysis sac, —d[Dy] /dt
istherate of loss of drug from the sac, and k isthe first-order
rate constant (see Chapter 13) representative of the diffusion
process. The factor k can also be referred to as the apparent
permeability rate constant for the escape of drug fromthe sac.
The concentration of unbound drug, [Ds], in the sac (protein
compartment) at atotal drug concentration [Dy] is calculated
using equation (10-45), knowing k and the rate —d[Dy] /dt at
a particular drug concentration, [Dy]. The rate constant, k,

— K[Ds] (10-47)

less susceptible to experimental artifacts. However, it is time
consuming and is not suitable for unstable compounds because
it requires substantial equilibration time (3—-24 hr) depending
on drugs, membrane materials, and devices. Many researchers
have used UF centrifugal devices for PB measurement. UF is
a simple and rapid method in which centrifugation forces the
buffer containing free drugs through the size exclusion mem-
brane and achieves a fast separation of free from protein-bound
drug. However, the major disadvantage of this method is nonspe-
cific binding of drugs on filter membranes and plastic devices.
When the drug binds extensively to the filtration membrane, the
ultrafiltrate concentration may deviate from the true free con-
centration. (From K.-J. Lee, R. Mower, T. Hollenbeck, J. Castelo,
N.Johnson, P. Gordon, P. J. Sinko, K. Holme, and Y.-H. Lee, Pharm.
Res. 20, 1015, 2003. With permission.)

is obtained from the slope of a semilogarithmic plot of [Dy]
versus time when the experiment is conducted in the absence
of the protein.

Figure 10-18 illustratesthetype of kinetic plot that can be
obtained withthissystem. Notethat inthe presenceof protein,
curvell, therate of lossof drug fromthediaysissacisslowed
compared with the rate in the absence of protein, curvel. To
solve equation (10-47) for free drug concentration, [Ds], it
is necessary to determine the slope of curve Il at various
points in time. Thisis not done graphically, but instead it is
accurately accomplished by first fitting the time-course data
to asuitable empirical equation, such asthe following, using
acomputer.

[Df] = C1e %% 4 Cge %4 + Cse %! (10-48)

The computer fitting provides estimates of C; through Ce.
The values for d[Dy]/dt can then be computed from equa-
tion (10-49), which representsthefirst derivative of equation
(10-48):
_d[Dy]
dt

Finally, once we have a series of [Ds] values computed from
equations (10—49) and (10-47) corresponding to experimen-
tally determined values of [Dy] at each timet, we can proceed
to calculate the various terms for the Scatchard plot.

= C1C26 %% 4 C3Ce ™ 4 C5Cee % (10-49)

EXAMPLE 10-6*

Calculate Scatchard Values

Assume that the kinetic data illustrated in Figure 10-18 were obtained
under the following conditions: initial drug concentration, [Dy], is
1 x 103 mole/liter and protein concentrationis 1 x 10~3 mole/liter.
Also assume that the first-order rate constant, k, for the control

*Example 10-6 was prepared by Prof. M. Meyer of the University of
Tennessee.
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(curve T) was determined to be 1.0 hr—! and that fitting of curve IT
to equation (10-48) resulted in the following empirical constants:
Ci =5 x 10~* mole/liter, C; = 0.6 hr !, C; = 3 x 10~* mole/liter,
Cs=04hr !, Cs =2 x 10~ mole/liter, and Cs = 0.2 hr—!.

Calculate the Scatchard values (the Scatchard plot was discussed
in the previous section) for r and r[Dx] if, during the dialysis in the
presence of protein, the experimentally determined value for [D;]
was 4.2 x 10~* mole/liter at 2 hr. Here, r = [Dy]/Py, where [Dy] is
drug bound and P is total protein concentration. We have

Using equation (10—49),

d
_dl] = k[di]

dt
= (5 X 1074)(0.6)e %@ 4 (3 x 107*)(0.4)e —"4®
+ (2 x 1074)(0.2)e72®
where the (2) in the exponent stands for 2 hr. Thus,

1.7 x 10~* mole/liter hr !
1.0hr!

[Dilz ne = = 1.7 x 10~* mole/liter

It follows that at 2 hr,
[Do] = [Dt] — [Dx]
= 4.2 x 10~* mole/liter — 1.7 x 10~* mole/liter
= 2.5 x 10~* mole/liter
r = [Dp]/[P]= (2.5 x 107%)/(1 x 107%) = 0.25
(r)/[Df] = (0.25)/(1.7 x 10™%) = 1.47 x 10° liter/mole

Additional points for the Scatchard plot would be obtained in a
similar fashion, using the data obtained at various points throughout
the dialysis. Accordingly, this series of calculations permits one to
prepare a Scatchard plot (see Fig. 10-17).

Judis™ investigated the binding of phenol and phenol
derivativesby wholehuman serumusing thedynamicdiaysis
technique and presented the resultsin the form of Scatchard
plots.

Q

Water
molecule

/l/

(a) Ordered water
structure surrounding
two large nonpolar
molecules.

(b) Hydrophobic interaction
of the nonpelar molecules
with the “squeezing out” of
water molecules into a more
randomized structure.

Hydrophobic Interaction

Hydrophobic “bonding,” first proposed by Kauzmann,” is
actually not bond formation at all but rather the tendency of
hydrophobic molecules or hydrophobic parts of moleculesto
avoid water because they are not readily accommodated in
the hydrogen-bonding structure of water. Large hydrophobic
speciessuch asproteinsavoid thewater moleculesin an aque-
ous solution insofar as possible by associating into micelle-
like structures (Chapter 15) with the nonpolar portions in
contact in the inner regions of the “micelles,” the polar ends
facing the water molecules. This attraction of hydrophobic
species, resulting from their unwelcomereceptioninwater, is
known as hydrophobic bonding, or, better, hydrophobic inter-
action. Itinvolvesvan der Waal sforces, hydrogen bonding of
water molecules in a three-dimensional structure, and other
interactions. Hydrophobic interaction is favored thermody-
namically because of an increased disorder or entropy of the
water moleculesthat accompanies the association of the non-
polar molecules, which squeeze out the water. Globular pro-
teins are thought to maintain their ball-like structurein water
because of the hydrophobic effect. Hydrophobic interaction
is depicted in Figure 10-19.

Nagwekar and Kostenbauder®® studied hydrophobic
effects in drug binding, using as a model of the pro-
tein a copolymer of vinylpyridine and vinylpyrrolidone.
Kristiansen et al.8! studied the effects of organic solvents
in decreasing complex formation between small organic
molecules in agueous solution. They attributed the inter-
actions of the organic species to a significant contribution
by both hydrophobic bonding and the unique effects of the
water structure. They suggested that somenonclassic* donor—
acceptor” mechanism may beoperatingto lend stability tothe
complexes formed.

Fig. 10-19. Schematic view of
hydrophobic interaction. (a) Two
hydrophobic molecules are sep-
arately enclosed in cages, sur-
rounded in an orderly fashion
by hydrogen-bonded molecules of
water (open circles). The state at
(b) is somewhat favored by break-
ing of the water cages of (a) to
yield a less ordered arrangement
and an overall entropy increase of
the system. Van der Waals attrac-
tion of the two hydrophobic species
also contributes to the hydrophobic
interaction.
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Feldman and Gibal di® studied the effects of urea, methy-
lurea, and 1,3-dimethylurea on the solubility of benzoic and
salicylic acids in agueous solution. They concluded that the
enhancement of solubility by urea and its derivatives was
a result of hydrophobic bonding rather than complexation.
Ureabroke up the hydrogen-bonded water clusters surround-
ing the nonpolar solute molecules, increasing the entropy of
the system and producing a driving force for solubilization
of benzoic and salicylic acids. It may be possible that the
ureas formed channel complexes with these aromatic acids
as shown in Figure 10-3 a, b, and c.

The interaction of drugs with proteins in the body may
involve hydrophobic bonding at least in part, and this force
in turn may affect the metabolism, excretion, and biologic
activity of adrug.

Self-Association

Some drug molecules may self-associate to form dimers,
trimers, or aggregates of larger sizes. A high degree of asso-
ciation may lead to formation of micelles, depending on
the nature of the molecule (Chapter 16). Doxorubicin forms
dimers, the process being influenced by buffer composition
and ionic strength. The formation of tetramers is favored
by hydrophobic stacking aggregation.® Self-association may
affect solubility, diffusion, transport through membranes, and
therapeutic action. Insulin shows concentration-dependent
self-association, which leads to complications in the treat-
ment of diabetes. Aggregation is of particular importance
in long-term insulin devices, where insulin crystals have
been observed. The initial step of insulin self-association is
a hydrophobic interaction of the monomers to form dimers,
which further associate into larger aggregates. The processis
favored at higher concentrationsof insulin.®* Addition of urea
at nontoxic concentrations (1.0-3 mg/mL) has been shown to
inhibit the self-association of insulin. Ureabreaksup the*ice-
bergs’ in liquid water and associates with structured water
by hydrogen bonding, taking an active part in the formation
of amore open “lattice” structure.®®

Sodiumsalicylateimprovestherectal absorption of anum-
ber of drugs, al of them exhibiting self-association. Touitou
and Fisher® chose methyleneblueasamodel for studying the
effect of sodium salicylate on molecules that self-associate
by a process of stacking. Methylene blue is a planar aro-
matic dye that forms dimers, trimers, and higher aggregates
inagueoussolution. Theworkersfound that sodium salicylate
prevents the self-association of methylene blue. The inhibi-
tion of aggregation of porcine insulin by sodium salicylate
results in a 7875-fold increase in solubility.8” Commercial
heparin samples tend to aggregate in storage depending on
factors such as temperature and time in storage.®®

Factors Affecting Complexation
and Protein Binding

Kenley et a.% investigated the role of hydrophobicity in
the formation of water-soluble complexes. The logarithm of

the ligand partition coefficient between octanol and water
was chosen as a measure of hydrophobicity of the ligand.
The authors found a significant correlation between the sta-
bility constant of the complexes and the hydrophobicity
of the ligands. Electrostatic forces were not considered as
important because all compounds studied were uncharged
under the conditionsinvestigated. Donor—acceptor properties
expressed in terms of orbital energies (from quantum chemi-
cal calculations) and rel ative donor—acceptor strengths corre-
lated poorly with the formation constants of the complex. It
was suggested that ligand hydrophobicity isthe main contri-
bution to the formation of water-soluble complexes. Coulson
and Smith® found that the more hydrophobic chlorobiocin
analogues showed the highest percentage of drug bound to
human serum albumin. These workers suggested that chloro-
biocin analogues bind to human albumin at the same site as
warfarin. This site consists of two noncoplanar hydropho-
bic areas and a cationic group. Warfarin, an anticoagulant,
serves as amodel drug in protein-binding studies because it
is extensively but weakly bound. Thus, many drugs are able
to compete with and displace warfarin from its binding sites.
The displacement may result in a sudden increase of the free
(unbound) fraction in plasma, leading to toxicity, because
only the free fraction of a drug is pharmacologically active.
Diana et a.% investigated the displacement of warfarin by
nonsteroidal anti-inflammatory drugs. Table 10-8 showsthe
variation of the stability constant, K, and the number of bind-
ing sites, n, of the complex abumin-warfarin after addition
of competing drugs. Azapropazone markedly decreasesthe K
value, suggesting that both drugs, warfarin and azapropazone,
compete for the same binding site on albumin. Phenylbuta-
zone aso competes strongly for the binding site on albumin.
Conversely, tolmetin may increase K, as suggested by the
authors, by aconformational changein the albumin molecule
that favorswarfarinbinding. Theother drugs(see Table 10-8)
decrease the K value of warfarin to alesser extent, indicating
that they do not share exclusively the same binding site as
that of warfarin.

Plaizier-Vercammen®® studied the effect of polar organic
solvents on the binding of salicylic acid to povidone. He

TABLE 10-8

BINDING PARAMETERS (+ STANDARD DEVIATION)
FOR WARFARIN IN THE PRESENCE OF DISPLACING
DRUGS*

Racemic Warfarin

Competing Drug n Kx 1075 M~?
None 11+ 00 6.1 + 0.2
Azapropazone 14 £ 01 0.19 + 0.02
Phenylbutazone 13+ 02 0.33 + 0.06
Naproxen 0.7 £ 0.0 24 +£ 0.2
Ibuprofen 12 £ 0.2 31+ 04
Mefenamic acid 09 + 0.0 34 + 0.2
Tolmetin 0.8 £ 0.0 126 + 0.6

*From F. J. Diana, K. Veronich, and A. L. Kapoor, J. Pharm. Sci. 78, 195, 1989.
With permission.
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found that in water—ethanol and water—propylene glycol mix-
tures, the stability constant of the complex decreased as
the dielectric constant of the medium was lowered. Such a
dependence was attributed to hydrophobic interaction and
can be explained asfollows. Lowering the dielectric constant
decreases polarity of the aqueous medium. Because most
drugs are less polar than water, their affinity to the medium
increases when the dielectric constant decreases. Asaresullt,
the binding to the macromoleculeis reduced.

Protein binding hasbeenrel ated to the solubility parameter
§ of drugs. Bustamante and Selles®? found that the percentage
of drug bound to albumin in aseries of sulfonamides showed
amaximum at A = 12.33 cal’/?2 cm~%/2, This value closely
corresponds to the § value of the postulated binding site on
albumin for sulfonamides and suggests that the closer the
solubility parameter of a drug to the § value of its binding
site, the greater isthe binding.

CHAPTER SUMMARY

Complexation iswidely used in the pharmaceutical sciences
to improve properties such as solubility. The three classes
of complexes or coordination compounds were discussed
in the context to identify pharmaceutically relevant exam-
ples. The physical properties of chelates and what differ-
entiates them from organic molecular complexes were aso
described. The types of forces that hold together organic
molecular complexesalso play animportant rolein determin-
ing the function and use of complexes in the pharmaceutical
sciences. One widely used complex system, the cyclodex-
trins, was described in detail with respect to pharmaceutical
applications. The stoichiometry and stability of complexes
was described as well as methods of analysis to determine
their strengths and weaknesses. Protein binding isimportant
for many drug substances. The ways in which protein bind-
ing could influence drug action were discussed. Also, meth-
ods such as the equilibrium dialysis and ultrafiltration were
described for determining protein binding.

Practice problems for this chapter can be found at

thePoint.lww.com/Sinko6e.
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M DIFFUSION

At the conclusion of this chapter
CHAPTER OBJECTIVES the student should be able to':)
El Define diffusion and describe relevant examples in the
pharmaceutical sciences and the practice of pharmacy.
B Understand the processes of dialysis, osmosis, and ultra-
filtration as they apply to the pharmaceutical sciences
and the practice of pharmacy.
[ Describe the mechanisms of transport in pharmaceutical
systems and identify which ones are diffusion based.
A Define and understand Fick’slaws of diffusion and their
application.

H Cadlculate diffusion coefficient, permesbility, and lag
time.

Relate permeability to arate constant and to resistance.
Understand the concepts of steady state, sink conditions,
membrane, and diffusion control.

I Describe the various driving forces for diffusion, drug
(9]

10)

absorption, and elimination.

Describe multilayer diffusion and calculate component
permeabilities.

Calculate drug release from a homogeneous solid.

INTRODUCTION

The fundamentals of diffusion are discussed in this chap-
ter. Free diffusion of substances through liquids, solids, and
membranes is a process of considerable importance in the
pharmaceutical sciences. Topics of mass transport phenom-
ena applying to the pharmaceutical sciences include the
release and dissolution of drugs from tablets, powders, and
granules; lyophilization, ultrafiltration, and other mechani-
cal processes; release from ointments and suppository bases;
passage of water vapor, gases, drugs, and dosage form addi-
tives through coatings, packaging, films, plastic container
walls, seals, and caps; and permeation and distribution of
drug moleculesin living tissues. This chapter treats the fun-
damental basis for diffusion in pharmaceutical systems.
There are several ways that a solute or a solvent can tra-
verse a physical or biologic membrane. The first example
(Fig. 11-1) depicts the flow of molecules through a physi-
cal barrier such as a polymeric membrane. The passage of
matter through a solid barrier can occur by simple molecu-
lar permeation or by movement through pores and channels.
Molecular diffusion or permeation through nonporous media
depends on the solubility of the permeating moleculesin the

== (FY CONCEP [ BN

Diffusion is defined as a process of mass transfer of individual
molecules of a substance brought about by random molecular
motion and associated with a driving force such as a concen-
tration gradient. The mass transfer of a solvent (e.g., water) or
a solute (e.g., a drug) forms the basis for many important phe-
nomena in the pharmaceutical sciences. For example, diffusion
of adrug across a biologic membrane is required for a drug to be
absorbed into and eliminated from the body, and even for it to get
to the site of action within a particular cell. On the negative side,

bulk membrane (Fig. 11-1a), whereas a second process can
involve passage of asubstancethro